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1. Introduction

In this paper we continue the work began in [5, 6, 7], and investigate further the connections of the Evans function and (modified) Fredholm determinants of the Birman-Schwinger type operators. In particular, we bring into the discussion a new element, the Gohberg-Rouche Theorem [9, Theorem XI.9.1]. Also, we study in detail three important concrete cases: the Schrödinger operator, the operator obtained by linearizing a system of degenerate reaction diffusion equations about a traveling wave, and a general high order differential operator.

In Section 2, we deal with abstract perturbations. We first recall well-known results from [9, Ch. XI] regarding the algebraic multiplicity \( m(\lambda_0; H) \) of an isolated eigenvalue \( \lambda_0 \) of finite type for an operator pencil \( W = W(\lambda) \). Next, following [6], we consider a class of factorable non-self-adjoint perturbations, formally given by \( B^*A \), of a given unperturbed non-self-adjoint operator \( H_0 \) in a Hilbert space by introducing a densely defined, closed linear operator \( H \) which represents an extension of \( H_0 + B^*A \). Furthermore, we discribe the properties of the Birman-Schwinger type operator pencil \( K = K(\lambda) \) associated with \( H_0 \) and \( H \) by the formula \( K(\lambda) = -A(H_0 - \lambda)^{-1}B^* \).

Under appropriate assumptions (including that \( \lambda_0 \) is an isolated eigenvalue of \( H \) of finite algebraic multiplicity denoted by \( m(\lambda_0; H) \)), and using the Gohberg-Rouche Theorem, we show the equality \( m(\lambda_0; I - K(\cdot)) = m(\lambda_0; H) \) (see Theorem 18). In turn, this leads to the fact that \( m(\lambda_0; H) \) is the order of the zero at \( \lambda_0 \) for the modified Fredholm determinant, that is, \( \det_2(I - K(\cdot)) = (\lambda - \lambda_0)^{m(\lambda_0; H)}S(\lambda), S(\lambda_0) \neq 0 \), (see Theorem 21). We mention [10, 11] where yet another application of the Gohberg-Rouche Theorem is given.

In Section 3 we discuss three particular classes of problems: the Schrödinger equation, the degenerate reaction-diffusion system of equations, and a general higher order differential operator with constant leading coefficient. The main tool in our investigation is the connection of the (modified) Fredholm determinant of the Birman-Schwinger type integral operator for the linearized eigenvalue problem of a given partial differential equation, and the Evans function for the equivalent to this eigenvalue problem first order system, see [5, 12, 13]. Our strategy can be described as follows. Consider the (higher order, space dimension one) differential operator \( H \) obtained by linearizing a partial differential equation along a steady state or traveling wave solution. The operator \( H \) is a perturbation of the operator \( H_0 \) determined by the asymptotic behavior of the solution. As in Section 2, we associate to \( H \) and \( H_0 \) a Birman-Schwinger type operator pencil \( I - K(\cdot) \). To pass to the Evans function analysis, we re-write the eigenvalue problem \( Hu = \lambda u \) for \( H \) as a first order system of differential equations \( dy/dx = \mathbb{M}(x, \lambda)y(x), \ x \in \mathbb{R} \), and consider its Evans function \( E = E(\lambda) \), see [1, 4, 15, 18, 20]. Also, we consider the corresponding first order differential operator \( T(\lambda) = \partial_x - \mathbb{M}(x, \lambda) \). The operator \( T(\lambda) \) is a perturbation of the first order differential operator \( T_0(\lambda) \) obtained from the eigenvalue problem \( H_0u = \lambda u \) for \( H_0 \). We associate to \( T(\lambda) \) and \( T_0(\lambda) \) a Birman-Schwinger type operator pencil \( I - \mathbb{K}(\lambda) \). For the three classes of problems considered in Section 3 we show that the (modified) Fredholm determinants for \( I - K(\lambda) \) and \( I - \mathbb{K}(\lambda) \) are equal (see Lemma 25, (3.48) and (3.65)). Now the abstract results from Section 2 imply that the algebraic multiplicity \( m(\lambda_0; H) \) of a discrete eigenvalue \( \lambda_0 \) of \( H \) coincides with the multiplicity of the zero at \( \lambda_0 \) for the function \( \det_2(I - \mathbb{K}(\cdot)) \). We recall that the main result in [5] is an explicit formula relating \( \det_2(I - \mathbb{K}(\cdot)) \) and the Evans function \( E = E(\lambda) \) for the equation.
\[ \frac{dy}{dx} = M(x, \lambda) y(x). \] This leads to the equalities
\[
det_2(I - K(\lambda)) = \det_2(I - \mathbb{K}(\lambda)) = e^{\Theta(\lambda)} \mathbb{E}(\lambda) = (\lambda - \lambda_0)^{m(\lambda_0; H)} S(\lambda), \tag{1.1}\]
where \( S(\lambda_0) \neq 0 \), and \( \Theta(\lambda) \) is a function, analytic in \( \lambda \), explicitly computed in [5].

In particular, (1.1) shows that the algebraic multiplicity \( m(\lambda_0; H) \) is equal to the multiplicity of the zero at \( \lambda_0 \) of the Evans function. The latter assertion is well-known and proved in many concrete situations, see, e.g., [1, 4, 18, 15, 20] and the literature therein. To conclude this introduction, we will briefly review the main insight in the classical strategy of the proof of this assertion as it is quite different from ours. First, one remarks that \( \lambda_0 \) is an eigenvalue of \( H \) if and only if 0 is an eigenvalue of \( T(\lambda_0) \). However, unlike \( H \), the operator \( T(\lambda_0) \) does not have isolated eigenvalues (in fact, it is easy to see that the spectrum of \( T(\lambda_0) \) is invariant with respect to vertical translations, cf. [3, Prop. 2.36(b)]). Thus, the “algebraic multiplicity” of 0 as an eigenvalue of \( T(\lambda_0) \) is defined via the lengths of the Jordan chains. Namely, since the higher order differential equation \( (H - \lambda_0)u = 0 \) generates the first order differential equation \( dy/dx = M(x, \lambda_0) y(x) \), one observes that a Jordan chain \( \{u_j\}_{j=1}^\ell \) for \( \lambda_0 \), satisfying \( u_{j-1} = (H - \lambda_0) u_j, \ u_0 = 0, \ j = 1, \ldots, \ell \), generates the chain of functions \( \{y_j\}_{j=1}^\ell \), satisfying \( T(\lambda_0) y_j = M^\ast(y, \lambda_0) y_{j-1}, \ j = 1, \ldots, \ell, \ y_0 = 0 \). Here, \( \ast \) denotes differentiation in \( \lambda \). Differentiating in \( \lambda \) the first order differential equation \( dy/dx = M(x, \lambda_0) y(x) \), we arrive at the equation \( dy^\ast/dx = M(x, \lambda_0) y^\ast(x) + M^\ast(x, \lambda_0) y \), which, in fact, is very close to the equation for the Jordan chain. Using this main observation, the equality of the algebraic multiplicity of \( \lambda_0 \) and the multiplicity as the zero of the Evans function follows using some elementary but extremely clever computations with the derivative of the latter, see, e.g., [1, 4, 18, 15, 20] and the literature therein.

In this paper, we use the following notation. Let \( \mathcal{H} \) and \( \mathcal{K} \) be separable complex Hilbert spaces, \( (\cdot, \cdot)_H \) and \( (\cdot, \cdot)_K \) the scalar products in \( \mathcal{H} \) and \( \mathcal{K} \) (linear in the second factor), and \( I_H \) and \( I_K \) the identity operators in \( \mathcal{H} \) and \( \mathcal{K} \), respectively. Next, let \( T \) be a closed linear operator from \( \text{dom}(T) \subseteq \mathcal{H} \) to \( \text{ran}(T) \subseteq \mathcal{K} \), with \( \text{dom}(T) \) and \( \text{ran}(T) \) denoting the domain and range of \( T \). The closure of a closable operator \( S \) is denoted by \( \overline{S} \). The kernel (null space) of \( T \) is denoted by \( \text{ker}(T) \). The spectrum and resolvent set of a closed linear operator in \( \mathcal{H} \) will be denoted by \( \sigma(\cdot) \) and \( \rho(\cdot) \). The Banach spaces of bounded and compact linear operators in \( \mathcal{H} \) are denoted by \( \mathcal{B}(\mathcal{H}) \) and \( \mathcal{B}_\infty(\mathcal{H}) \), respectively. Similarly, the Schatten–von Neumann (trace) ideals will subsequently be denoted by \( \mathcal{B}_p = \mathcal{B}_p(\mathcal{H}), \ p \in \mathbb{N} \). Analogous notation \( \mathcal{B}(\mathcal{H}, \mathcal{K}), \mathcal{B}_\infty(\mathcal{H}, \mathcal{K}), \) etc., will be used for bounded, compact, etc., operators between two Hilbert spaces \( \mathcal{H} \) and \( \mathcal{K} \). In addition, \( \text{tr}(T) \) denotes the trace of a trace class operator \( T \in \mathcal{B}_1(\mathcal{H}) \) and \( \text{det}_p(I_H + S) \) represents the (modified) Fredholm determinant associated with an operator \( S \in \mathcal{B}_p(\mathcal{H}), \ p \in \mathbb{N} \), see [19]. For a closed operator \( T \) we denote by \( (\text{dom}(T), \|\cdot\|_T) \) its domain equipped with the graph norm \( \|Tf\|_T = (\|f\|^2 + \|Tf\|^2)^{1/2}. \) We denote by \( L^2(\mathbb{R}; dx)^n \) and \( L^2(\mathbb{R}; dx)^{n \times n} \) the space of \((n \times 1)\) vector valued functions and \((n \times n)\) matrix valued functions, respectively.
2. Abstract Perturbation Theory

To make the exposition self-contained, we begin by reminding some known facts from [9, Chap. XI]. Let $W : \Omega \to \mathcal{B}(\mathcal{H})$ be an operator-valued function analytic in an open domain $\Omega$ of the complex plane. Assume that the operator $W(\lambda_0)$ is Fredholm of index zero for some $\lambda_0 \in \Omega$. Then there exits an operator $F : \mathcal{H} \to \mathcal{H}$ of finite rank such that $W(\lambda_0) + F$ is invertible. Since $W(\lambda)$ is continuous in $\lambda$, the operator $E(\lambda) = W(\lambda) + F$ is invertible for $\lambda$ in some open disc $|\lambda - \lambda_0| < \delta_0$, and thus

$$W(\lambda) = E(\lambda) - F = E(\lambda)[I - E(\lambda)^{-1}F], \quad |\lambda - \lambda_0| < \delta_0. \quad (2.1)$$

Since $F$ is the operator of finite rank, $\ker F$ has a finite dimensional complement $\mathcal{H}_0$ in $\mathcal{H}$. Let $P$ be the projection of $\mathcal{H}$ along $\ker F$ onto $\mathcal{H}_0$. It follows that

$$I - E(\lambda)^{-1}F = [I - PE(\lambda)^{-1}FP][I - (I - P)E(\lambda)^{-1}FP]. \quad (2.2)$$

We put $G(\lambda) = I - (I - P)E(\lambda)^{-1}FP$ and note that $G$ is well-defined and analytic in the disc $|\lambda - \lambda_0| < \delta_0$. Furthermore, $G$ takes values in the set of invertible operators on $\mathcal{H}$; in fact

$$G(\lambda)^{-1} = I + (I - P)E(\lambda)^{-1}FP, \quad |\lambda - \lambda_0| < \delta_0.$$

Combining this together, we infer:

$$W(\lambda) = E(\lambda)[I - PE(\lambda)^{-1}FP]G(\lambda), \quad |\lambda - \lambda_0| < \delta_0, \quad (2.3)$$

where $E$ and $G$ are analytic operator-valued functions on $|\lambda - \lambda_0| < \delta_0$ and their values are invertible operators.

**Definition 1.** Let $\Omega$ be an open set in $\mathbb{C}$, and let $T(\cdot)$ and $S(\cdot)$ be operator-valued functions defined on $\Omega$. Given $\lambda_0$ in $\Omega$, we say that $T(\cdot)$ and $S(\cdot)$ are equivalent at $\lambda_0$ if there exists an open neighborhood $\mathcal{U}$ of $\lambda_0$ in $\Omega$ such that

$$T(\lambda) = F(\lambda)S(\lambda)E(\lambda), \quad \lambda \in \mathcal{U}, \quad (2.4)$$

where $F(\cdot)$ and $E(\cdot)$ are invertible operators which depend analytically on $\lambda$ in $\mathcal{U}$.

We isolate a part of the proof of Theorem XI.8.1 in [9] as the following lemma.

**Lemma 2.** [9, pp. 200-201] Assume that

$$W_0(\lambda) = [a_{ij}(\lambda)]_{i,j=1}^n, \quad (2.5)$$

where $a_{ij}$ are scalar-valued functions that are analytic at $\lambda_0$. Then $W_0(\cdot)$ is equivalent at $\lambda_0$ to an analytic operator-valued function $D_0$ of the form

$$D_0(\lambda) = \pi_0 + (\lambda - \lambda_0)^{k_1}\pi_1 + \ldots + (\lambda - \lambda_0)^{k_r}\pi_r, \quad k_1 \leq k_2 \ldots \leq k_r, \quad (2.6)$$

where $\pi_0, \pi_1, \ldots, \pi_r$ are mutually disjoint projections in $\mathbb{C}^n$ such that rank $\pi_j = 1$ for $j = 1, \ldots, r$.  
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Proof. If all entries $a_{ij}$ are identically zero in a neighborhood of $\lambda_0$, then the theorem is trivially true. Therefore, assume that for at least one pair $(i,j)$ the function $a_{ij}$ does not vanish identically in a neighborhood of $\lambda_0$. In that case we may write

$$a_{ij}(\lambda) = (\lambda - \lambda_0)^l(i,j)b_{ij}(\lambda),$$

where $b_{ij}(\lambda_0) \neq 0$ and $l(i,j) \in \mathbb{N} \cup \{0\}$. Choose $(i_0, j_0)$ in such a way that the number $l(i_0, j_0)$ is minimal. By renumbering rows and columns in (2.5) we may assume without loss of generality that $i_0 = 1, j_0 = 1$. Furthermore, by multiplying $W_0(\lambda)$ on the left by the diagonal matrix $E(\lambda) = \text{diag}[b_{11}(\lambda)^{-1}, 1, \ldots, 1]$, we may suppose that $a_{11} = (\lambda - \lambda_0)^{k_1}$ and $a_{ij} = (\lambda - \lambda_0)^{k_i}c_{ij}(\lambda)$, where $c_{ij}$ is analytic at $\lambda_0$. Note that the diagonal matrix $E(\lambda)$ is invertible and $E(\lambda)$ depends analytically on $\lambda$ in a neighborhood of $\lambda_0$. Thus multiplication by $E(\lambda)$ produces an equivalent at $\lambda_0$ matrix-valued function $E(\lambda)W_0(\lambda)$.

Next, in the matrix $E(\lambda)W_0(\lambda)$ we subtract $c_{i1}$ times the first row from the $i$-th row, that is, multiply $E(\lambda)W_0(\lambda)$ from the left by an elementary matrix which is invertible and depends analytically on $\lambda$ in a neighborhood of $\lambda_0$. In the resulting product, we subtract $c_{1j}$ times the first column from the $j$-th column, and we will do this for $1 \leq i, j \leq n$. It follows that $W_0$ is equivalent at $\lambda_0$ to an operator function of the form

$$
\begin{bmatrix}
(\lambda - \lambda_0)^k & 0 & \cdots & 0 \\
0 & \alpha_{22}(\lambda) & \cdots & \alpha_{2n}(\lambda) \\
\vdots & \vdots & \ddots & \vdots \\
0 & \alpha_{n2}(\lambda) & \cdots & \alpha_{nn}(\lambda)
\end{bmatrix},
$$

where $\alpha_{ij}(\lambda) = (\lambda - \lambda_0)^{k_i}b_{ij}(\lambda)$ with $b_{ij}$ analytic at $\lambda_0$. By applying induction by the dimension of the submatrix, the lemma is proved.

Remark 3. The procedure, described in the proof of Lemma 2, will either (a) exhaust the dimension of the remain submatrix, or (b) the remaining submatrix will become identically zero in a neighborhood of $\lambda_0$. In case (a), $\pi_0 + \pi_1 + \ldots + \pi_r = I$.

Theorem 4. [9, Theorem XI.8.1] Let $W : \Omega \to \mathcal{B}(\mathcal{H})$ be an analytic operator-valued function, and assume that for some $\lambda_0 \in \Omega$ the operator $W(\lambda_0)$ is Fredholm with index zero. Then $W$ is equivalent at $\lambda_0$ to an analytic operator-valued function $D$ of the form

$$D(\lambda) = P_0 + (\lambda - \lambda_0)^{k_1}P_1 + \ldots + (\lambda - \lambda_0)^{k_r}P_r,$$

where $P_0, P_1, \ldots, P_r$ are mutually disjoint projections such that $P_1, \ldots, P_r$ have rank one, the projection $I - P_0$ has finite rank, and $k_1 \leq k_2 \leq \ldots \leq k_r$. Moreover, there exist operators $E(\lambda), G(\lambda)$ on $\mathcal{H}$ and $G_0$ on $\mathcal{H}_0$ so that

$$W(\lambda) = E(\lambda)G_1(\lambda)D(\lambda)G(\lambda),$$

where $G_1(\lambda) = \begin{bmatrix} G_0(\lambda) & 0 \\ 0 & I_{\ker P} \end{bmatrix} : \text{ran } P \oplus \ker P \to \text{ran } P \oplus \ker P$. In addition, $E(\cdot), G_1(\cdot), G(\cdot)$ are analytic and take invertible values.
Proof. According to formula (2.3) the operator-valued function $W$ is equivalent at $\lambda_0$ to an operator function of the form

$$W_0(\cdot) 0 \begin{bmatrix} 0 & I_{\ker P} \end{bmatrix} : \text{ran } P \oplus \ker P \to \text{ran } P \oplus \ker P. \quad (2.10)$$

Here $W_0(\cdot)$ is holomorphic on $|\lambda - \lambda_0| < \delta_0$ and $W_0(\lambda)$ acts on the finite dimensional space $\mathcal{H}_0 = \text{ran } P$. By Lemma 2 $W_0$ is equivalent at $\lambda_0$ to an operator-valued function $D_0$ of the form

$$D_0(\lambda) = \pi_0 + (\lambda - \lambda_0)^{k_1} \pi_1 + \ldots + (\lambda - \lambda_0)^{k_r} \pi_r, \quad (2.11)$$

where $\pi_0, \pi_1, \ldots, \pi_r$ are mutually disjoint projections on $\text{ran } P$ and rank $\pi_j = 1$ for $j = 1, \ldots, r$. Put $P_j = \pi_j P$ for $j = 1, \ldots, r$, and let

$$P_0 = \begin{bmatrix} \pi_0 & 0 \\ 0 & I_{\ker P} \end{bmatrix} : \text{ran } P \oplus \ker P \to \text{ran } P \oplus \ker P. \quad (2.12)$$

Then the operator function (2.10) (and hence $W$) is equivalent at $\lambda_0$ to the function

$$D(\lambda) = P_0 + (\lambda - \lambda_0)^{k_1} P_1 + \ldots + (\lambda - \lambda_0)^{k_r} P_r, \quad (2.13)$$

and $P_0, P_1, \ldots, P_r$ have the desired properties.

Corollary 5. The operators $(G_1(\lambda) - I), (D(\lambda) - I), (G(\lambda) - I)$, see (2.9), are of finite rank and, therefore, belong to $\mathcal{B}_p$ for every $p$.

Definition 6. We say that $\lambda_0 \in \Omega$ is an eigenvalue of finite type of an analytic function $W : \Omega \to \mathcal{B}(\mathcal{H})$ if $W(\lambda_0)$ is Fredholm, $W(\lambda_0)f = 0$ for some non-zero $f \in \mathcal{H}$, and $W(\lambda)$ is invertible for all $\lambda$ in some punctured disc $0 < |\lambda - \lambda_0| < \varepsilon$ around $\lambda_0$.

If $\lambda_0$ is an eigenvalue of finite type, then $\text{ind } W(\lambda_0) = 0$, and hence, by Theorem 4, the operator-valued function $W$ is equivalent at $\lambda_0$ to the operator-valued function of the form

$$D(\lambda) = P_0 + (\lambda - \lambda_0)^{k_1} P_1 + \ldots + (\lambda - \lambda_0)^{k_r} P_r, \quad (2.14)$$

where $P_0, P_1, \ldots, P_r$ are as in Theorem 4 and satisfy the additional condition

$$P_0 + P_1 + \ldots + P_r = I, \quad (2.15)$$

which follows from the fact that $D(\lambda)$ is invertible for $\lambda \neq \lambda_0$ and $\lambda$ sufficiently close to $\lambda_0$.

Definition 7. The sum $k_1 + k_2 + \ldots + k_r$ of the indices in (2.14) is called the algebraic multiplicity of $W$ at $\lambda_0$, and is denoted by $m(\lambda_0; W(\cdot))$.

The following result is called the Gohberg-Rouche Theorem.
Theorem 8. \[9, \text{Theorem XI.9.1}\] Let \( W : \Omega \to \mathcal{B}(\mathcal{H}) \) be an analytic operator-valued function and \( \lambda_0 \) be an eigenvalue of finite type of \( W(\cdot) \). Then, there is a Cauchy contour \( \Gamma \) enclosing \( \lambda_0 \) such that:

\[
m(\lambda_0; W(\cdot)) = \frac{1}{2\pi i} \int_{\Gamma} W'(\lambda)W(\lambda)^{-1}d\lambda.
\] (2.16)

Remark 9. If \( W(\lambda) = \lambda I - T \), where \( T \) is a bounded linear operator on \( \mathcal{H} \), and \( \lambda_0 \) is an isolated eigenvalue of \( W(\lambda) \) in the sense of Definition 6, then \( m(\lambda_0; W(\cdot)) \) defined in Definition 7 is equal to the algebraic multiplicity of \( \lambda_0 \) as an eigenvalue of \( T \), that is, to the dimension \( \text{tr} \, P \) of the range of the Riesz spectral projection. This follows from Theorem 8 and the identity

\[
\text{tr} \left( \frac{1}{2\pi i} \int_{\Gamma} W'(\lambda)W(\lambda)^{-1}d\lambda \right) = \text{tr} \left( \frac{1}{2\pi i} \int_{\Gamma} (\lambda I - T)^{-1}d\lambda \right),
\]

where \( \Gamma \) is a positively oriented circle centered at \( \lambda_0 \) such that \( \sigma(T) \cap \Gamma = \emptyset \) and \( \lambda_0 \) is the only point in the spectrum of \( T \) inside \( \Gamma \).

We will now recall the setup used in [6], and several facts proved in that paper.

Hypothesis 10. (i) Suppose that \( H_0 : \text{dom}(H_0) \to \mathcal{H}, \text{dom}(H_0) \subseteq \mathcal{H} \) is a densely defined, closed, linear operator in \( \mathcal{H} \) with nonempty resolvent set, \( \rho(H_0) \neq \emptyset \), and that \( A : \text{dom}(A) \to \mathcal{K}, \text{dom}(A) \subseteq \mathcal{H} \) is a densely defined, closed, linear operator from \( \mathcal{H} \) to \( \mathcal{K} \), and \( B : \text{dom}(B) \to \mathcal{K}, \text{dom}(B) \subseteq \mathcal{H} \) is a densely defined, closed, linear operator from \( \mathcal{H} \) to \( \mathcal{K} \) such that

\[
\text{dom}(A) \supseteq \text{dom}(H_0), \text{dom}(B) \supseteq \text{dom}(H_0^*).
\] (2.17)

In the following, we denote

\[
R_0(z) = (H_0 - zI_\mathcal{H})^{-1}, \, z \in \rho(H_0).
\] (2.18)

(ii) For some (and hence for all) \( z \in \rho(H_0) \), the operator \(-AR_0(z)B^*\), defined on \( \text{dom}(B^*) \), has a bounded extension in \( \mathcal{K} \), denoted by \( K(z) \),

\[
K(z) = -AR_0(z)B^* \in \mathcal{B}({\mathcal{K}}).
\] (2.19)

(iii) \( 1 \in \rho(K(z_0)) \) for some \( z_0 \in \rho(H_0) \).

Lemma 11. [6, Lem. 2.2] Let \( z, z_1, z_2 \in \rho(H_0) \). Then Hypothesis 10 implies the following facts:

\[
AR_0(z) \in \mathcal{B}(\mathcal{H}, \mathcal{K}), \quad \overline{R_0(z)B^*} = [B(H_0^* - z)^{-1}]^* \in \mathcal{B}(\mathcal{H}, \mathcal{K}),
\] (2.20)

\[
R_0(z_1)B^* - R_0(z_2)B^* = (z_1 - z_2)R_0(z_1)\overline{R_0(z_2)B^*}
\] (2.21)

\[
= (z_1 - z_2)\overline{R_0(z_2)R_0(z_1)B^*},
\] (2.22)
\[ K(z) = -A[R_0(z)B^*], \quad K(\overline{z})^* = -B[R_0(\overline{z})^*A^*], \quad (2.23) \]
\[ \text{ran}(R_0(z)B^*) \subseteq \text{dom}(A), \quad \text{ran}(R_0(\overline{z})^*A^*) \subseteq \text{dom}(B), \quad (2.24) \]
\[ K(z_1) - K(z_2) = (z_2 - z_1)AR_0(z_1)\overline{R_0(z_2)B^*} = (z_2 - z_1)AR_0(z_2)\overline{R_0(z_1)B^*}. \quad (2.25) \]

**Corollary 12.** The operator-valued function \( K(\cdot) \) is analytic on \( \rho(H_0) \) and
\[ K'(z) = -AR_0(z)[BR_0(z)^*]^*, \quad z \in \rho(H_0). \quad (2.27) \]

Next, following Kato [14], one introduces
\[ R(z) = R_0(z) - \overline{R_0(z)B^*}[I_{\mathcal{K}} - K(z)]^{-1}AR_0(z), \quad z \in \{z \in \rho(H_0) | 1 \in \rho(K(z))\}. \quad (2.28) \]

**Theorem 13.** [6, Theorem 2.3] Assume Hypothesis 10 and suppose that \( z \in \{z \in \rho(H_0) | 1 \in \rho(K(z))\} \). Then, \( R(z) \) given in (2.28) determines a densely defined, closed, linear operator \( H \) in \( \mathcal{H} \) by
\[ R(z) = (H - zI_{\mathcal{H}})^{-1}. \quad (2.29) \]
Moreover,
\[ AR(z), BR(z)^* \in \mathcal{B}(\mathcal{H}, \mathcal{K}) \quad (2.30) \]
\[ R(z) = R_0(z) - \overline{R_0(z)B^*}AR_0(z) \quad (2.31) \]
\[ = R_0(z) - \overline{R_0(z)B^*}AR_0(z). \quad (2.32) \]

**Proof.** Suppose \( z \in \{z \in \rho(H_0) | 1 \in \rho(K(z))\} \). Since, by (2.28), we have
\[ AR(z) = [I_{\mathcal{K}} - K(z)]^{-1}AR_0(z), \quad (2.33) \]
\[ BR(z)^* = [I_{\mathcal{K}} - K(z)^*]^{-1}BR_0(z)^*, \quad (2.34) \]
we conclude that \( R(z)f = 0 \) implies \( AR(z)f = 0 \), and hence \( AR_0(z)f = 0 \) by (2.33). The latter implies \( R_0(z)f = 0 \) by (2.28) and thus \( f = 0 \). Consequently,
\[ \ker(R(z)) = \{0\}. \quad (2.35) \]
Similarly, (2.34) implies
\[ \ker(R(z)^*) = \{0\} \quad \text{and hence} \quad \overline{\text{ran}(R(z))} = \mathcal{H}. \quad (2.36) \]

Next, combining (2.28), the resolvent equation for \( H_0 \), (2.21), (2.22), (2.25) and (2.26) proves the resolvent equation
\[ R(z_1) - R(z_2) = (z_1 - z_2)R(z_1)R(z_2), \quad z_1, z_2 \in \{z \in \rho(H_0) | 1 \in \rho(K(z))\}. \quad (2.37) \]
Thus, \( R(z) \) is indeed the resolvent of a densely defined, closed, linear operator \( H \) in \( \mathcal{H} \) as claimed in connection with (2.29).

By (2.33) and (2.34), \( AR(z) \in \mathcal{B}(\mathcal{H}, \mathcal{K}) \) and \( [BR(\overline{z})]^* \in \mathcal{B}(\mathcal{K}, \mathcal{H}) \), proving (2.30). A combination of (2.28), (2.33) and (2.34) then proves (2.31) and (2.32).
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Hypothesis 14. In addition to Hypothesis 10, we impose the following assumption:

(iv) $K(z) \in \mathcal{B}_\infty(K)$ for all $z \in \rho(H_0)$.

Theorem 15. [6, Theorem 3.2] Assume Hypothesis 14 and let $\lambda_0 \in \rho(H_0)$. Then

$$Hf = \lambda_0 f, \; 0 \neq f \in \text{dom}(H) \; \text{implies} \; K(\lambda_0)g = g$$

(2.38)

where, for fixed $z_0 \in \{\zeta \in \rho(H_0) \mid 1 \in \rho(K(\zeta))\}$, $z_0 \neq \lambda_0$,

$$0 \neq g = (I_K - K(z_0))^{-1}AR_0(z_0)f$$

(2.39)

$$= (\lambda_0 - z_0)^{-1}Af.$$  

(2.40)

Conversely,

$$K(\lambda_0)g = g, \; 0 \neq g \in K \; \text{implies} \; Hf = \lambda_0 f,$$

(2.41)

where

$$0 \neq f = -\overline{R_0(\lambda_0)}B^*g \in \text{dom}(H).$$

(2.42)

Moreover,

$$\dim(\ker(H - \lambda_0 I_K)) = \dim(\ker(I_K - K(z_0))) < \infty.$$  

(2.43)

In particular, let $z \in \rho(H_0)$, then

$$z \in \rho(H) \; \text{if and only if} \; 1 \in \rho(K(z)).$$

(2.44)

Hypothesis 16. In addition to Hypothesis 14, we assume:

$$\lambda_0 \in \rho(H_0) \cap \{\lambda \in \mathbb{C} \mid \lambda \text{ is an isolated eigenvalue of } H\}.$$  

(2.45)

Hypothesis 16 implies that $I_K - K(\cdot)$ is an operator-valued function analytic in some neighborhood of $\lambda_0$. Moreover, $\lambda_0$ is an eigenvalue of finite type of $I_K - K(\cdot)$ as described in Definition 6. Therefore, the algebraic multiplicity $m(\lambda_0; I_K - K(\cdot))$ from Definition 7 is well-defined.

Lemma 17. [9, Section XI.9] Let $G_1$ and $G_2$ be $\mathcal{B}(\mathcal{H})$-valued operator functions which are finitely meromorphic at $\lambda_0$. Then $G_1G_2$ and $G_2G_1$ are finitely meromorphic at $\lambda_0$ and

$$\text{tr } \Xi(G_1G_2)(\lambda) = \text{tr } \Xi(G_2G_1)(\lambda), \; \lambda \neq \lambda_0,$$

(2.46)

where $\Xi(G)(\lambda)$ stands for the principal part of $G$ at $\lambda_0$.

We will now apply the Gohberg-Rouche Theorem 8 in the setup of [6] to show equality of the algebraic multiplicity of the eigenvalue $\lambda_0$ of finite type of $I_K - K(\cdot)$, see Definition 7, and the “usual” algebraic multiplicity $m(\lambda_0; H)$ of the eigenvalue $\lambda_0$ of $H$. We recall that $m(\lambda_0; H)$ is defined as the dimension of the range of the Riesz spectral projection:

$$m(\lambda_0; H) = -\frac{1}{2\pi i} \text{tr } \left(\int_{\Gamma} d\lambda R(\lambda)\right), \; \text{where} \; R(\lambda) = (H - \lambda)^{-1}.$$  

(2.47)
Theorem 18. Assume Hypothesis 16. Then

\[ m(\lambda_0; I_K - K(\cdot)) = m(\lambda_0; H). \]  

(2.48)

Proof. First of all, using formula (2.16), (2.27), (2.34) and (2.46), we infer:

\[
m(\lambda_0; I_K - K(\cdot)) = \frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda (I_K - K(\lambda))'(I_K - K(\lambda))^{-1} \right)
\]

\[
= \frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda \Xi \{ (I_K - K(\lambda))'(I_K - K(\lambda))^{-1} \} \right)
\]

\[
= \frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda \Xi \{ AR_0(z)[BR_0(z)^*]^*(I_K - K(\lambda))^{-1} \} \right)
\]

\[
= \frac{1}{2\pi i} \left( \int_{\Gamma} d\lambda \text{tr} \Xi \{ AR_0(z)[BR(z)^*]^* \} \right)
\]

\[
= \frac{1}{2\pi i} \left( \int_{\Gamma} d\lambda \text{tr} \Xi \{ [BR(z)^*]^*AR_0(z) \} \right). \tag{2.49}
\]

On the other hand, using (2.28) and (2.34), we infer:

\[
m(\lambda_0; H) = -\frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda [R(\lambda) - R_0(\lambda)] \right)
\]

\[
= -\frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda \Xi \{ R(\lambda) - R_0(\lambda) \} \right)
\]

\[
= \frac{1}{2\pi i} \text{tr} \left( \int_{\Gamma} d\lambda \Xi \{ [BR_0(\lambda)^*]^*(I_K - K(\lambda))^{-1}AR_0(\lambda) \} \right) \tag{2.50}
\]

\[
= \frac{1}{2\pi i} \left( \int_{\Gamma} d\lambda \text{tr} \Xi \{ [BR(z)^*]^*AR_0(z) \} \right)
\]

\[
= \frac{1}{2\pi i} \left( \int_{\Gamma} d\lambda \text{tr} \Xi \{ [BR(z)^*]^*AR_0(z) \} \right). \tag{2.51}
\]

Combining (2.49) and (2.50), we obtain the desired identity.

Remark 19. Assume Hypothesis 16. Then, it follows from Theorem 15 that \( \lambda_0 \) is an isolated eigenvalue of \( H \) of finite geometric multiplicity. Moreover, from Theorem 18 it follows that \( \lambda_0 \) is also an isolated eigenvalue of \( H \) of finite algebraic multiplicity.
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Hypothesis 20. In addition to Hypothesis 16, we assume the following condition:

(v) For some $p \in \mathbb{N}$, we have $K(z) \in \mathcal{B}_p(K)$ for all $z \in \rho(H_0)$.

Theorem 21. Assume Hypothesis 20. Then, the following holds:

\begin{equation}
\det_p(I_K - K(\lambda)) = (\lambda - \lambda_0)^{m(\lambda_0; I_K - K(\cdot))} S(\lambda)
\end{equation}

\begin{equation}
= (\lambda - \lambda_0)^{m(\lambda_0; H)} S(\lambda), \quad S(\lambda_0) \neq 0.
\end{equation}

Proof. The first equality follows directly from Theorem 4 and Corollary 5 applied to $W(\lambda) = I_K - K(\lambda)$. Hence, from (2.9),

\begin{equation}
\det_p(I_K - K(\lambda)) = \det_p(D(\lambda)) S_1(\lambda)
\end{equation}

\begin{equation}
= (\lambda - \lambda_0)^{m(\lambda_0; I_K - K(\cdot))} S(\lambda), \quad S(\lambda_0) \neq 0.
\end{equation}

Equality (2.52) follows from Theorem 18.

3. Applications

3.1. The Schrödinger Equation

Let us consider the Schrödinger equation

\begin{equation}
-\phi''(x) + V(x)\phi(x) = \lambda \phi(x)
\end{equation}

with the potential $V \in L^1(\mathbb{R}; dx)$. We introduce the closed operators in $L^2(\mathbb{R}; dx)$ defined by

\begin{align*}
H_0 f &= -f'', \quad f \in \text{dom}(H_0), \quad (\text{dom}(H_0), \| \cdot \|_{H_0}) = W^2_2(\mathbb{R}), \\
H f &= -f'' + V f, \\
f &\in \text{dom}(H) = \{ g \in L^2(\mathbb{R}; dx) \mid g, g' \in AC_{\text{loc}}(\mathbb{R}); (-g'' + V g) \in L^2(\mathbb{R}; dx) \}.
\end{align*}

Also, we introduce the factorization

\begin{equation}
V = u(x)v(x), \quad u(x) = \text{sign}(V(x))|V(x)|^{1/2}, \quad v(x) = |V(x)|^{1/2}, \quad x \in \mathbb{R}.
\end{equation}

Finally, we introduce the integral operator $K(\lambda)$ in $L^2(\mathbb{R}; dx)$ with the integral kernel

\begin{equation}
K(\lambda, x, x') = -v(x)M^\vee(\lambda, x - x')u(x'), \quad \lambda \in \mathbb{C} \setminus \sigma(H_0),
\end{equation}

where $M(\lambda, \eta) = (\eta^2 - \lambda)^{-1}$, and $\vee$ denotes the inverse Fourier transform with respect to the variable $\eta \in \mathbb{R}$. The following result is, of course, well-known; we recall its proof to emphasize its similarity with the proof of Theorems 33 and 41 below.
Theorem 22. [19, Theorem 4.1.] Suppose \( V \in L^1(\mathbb{R}; dx) \) and let \( \lambda \in \mathbb{C} \setminus \mathbb{R}_+ \). Then \( K(\lambda) \in B_2(L^2(\mathbb{R}; dx)) \).

Proof. Using [16, Theorem VI.23], the assertion in the theorem follows from the formula for the \( B_2 \)-norm of an integral operator:

\[
\| K(\lambda) \|_{B_2(L^2; dx)} = \int \int_{\mathbb{R} \times \mathbb{R}} dx dx' |K(\lambda, x, x')|^2 = \int \int_{\mathbb{R} \times \mathbb{R}} dx dx' - v(x)M'(\lambda, x - x')u(x')|^2 < \infty.
\]

The last inequality follows from \( u, v \in L^2(\mathbb{R}) \) because \( M'(\lambda, \cdot) \in L^\infty(\mathbb{R}; dx) \) by \( M(\lambda, \cdot) \in L^1(\mathbb{R}; dx) \) and the Riemann-Lebesgue lemma.

Remark 23. Assume \( V \in L^1(\mathbb{R}; dx) \) and let \( \lambda \in \mathbb{C} \setminus \sigma(H_0) \). Since \( M(\lambda, \cdot) \in L^2(\mathbb{R}; d\eta) \cap L^\infty(\mathbb{R}; d\eta) \), by [17, Theorem IX.29] the operator \( K(\lambda) \) coincides with \( -M_v(H_0 - \lambda)^{-1}M_u \) on the domain of \( M_u \), where \( M_v, M_u \) are the operators of multiplication by \( v, u \) with maximal domains. Hence, \( K(\lambda) = -M_v(H_0 - \lambda)^{-1}M_u \in B_2(L^2(\mathbb{R}; dx)) \). From now on, we will use the notation \( K(\lambda) \) also for the operator \( -M_v(H_0 - \lambda)^{-1}M_u \).

The Schrödinger equation (3.1) is equivalent to the first order system

\[
V'_{\lambda}(x) = \begin{bmatrix} 0 & 1 \\ V(x) - \lambda & 0 \end{bmatrix} \Psi(x), \quad \Psi = \begin{bmatrix} \phi' \\ \phi \end{bmatrix}. \tag{3.5}
\]

Introduce the corresponding first order operator \( T(\lambda) \) and matrices \( A \) and \( B \):

\[
T(\lambda) = \partial_x + \begin{bmatrix} 0 & -1 \\ \lambda & 0 \end{bmatrix}, \quad (\text{dom}(T(\lambda)), \| \cdot \|_{T(\lambda)}) = W^1_2(\mathbb{R}) \oplus W^1_2(\mathbb{R}), \quad \lambda \in \mathbb{C} \setminus \mathbb{R}_+,
\]

\[
A(\lambda) = \begin{bmatrix} 0 & 1 \\ -\lambda & 0 \end{bmatrix}, \quad B(x) = \begin{bmatrix} 0 & 0 \\ V(x) & 0 \end{bmatrix}. \tag{3.6}
\]

Then, the first order system (3.5) can be rewritten as follows:

\[
\Psi'(x) = (A(\lambda) + B(x))\Psi(x). \tag{3.7}
\]

Lemma 24. The operator \( T(\lambda) \), with \( \lambda \in \mathbb{C} \setminus \mathbb{R}_+ \), has a bounded inverse given by

\[
T(\lambda)^{-1} = \begin{bmatrix} -\partial_x (-\partial^2_x - \lambda)^{-1} & -(-\partial^2_x - \lambda)^{-1} \\ \lambda (-\partial^2_x - \lambda)^{-1} & -\partial_x (-\partial^2_x - \lambda)^{-1} \end{bmatrix}. \tag{3.8}
\]

Proof. Clearly,

\[
\left( i\eta I_{2 \times 2} + \begin{bmatrix} 0 & -1 \\ \lambda & 0 \end{bmatrix} \right)^{-1} = \frac{1}{\eta^2 - \lambda} \begin{bmatrix} i\eta & 1 \\ -\lambda & i\eta \end{bmatrix}, \quad \eta \in \mathbb{R}.
\]

280
Taking the Fourier transform in \( \eta \)-variable proves the assertion.

Introduce the matrices \( \tilde{u}(x) \), \( \tilde{v}(x) \) and the operator \( K(\lambda) \) as follows:

\[
\tilde{u}(x) = \begin{bmatrix} 0 & 0 \\ u(x) & 0 \end{bmatrix}, \quad \tilde{v}(x) = \begin{bmatrix} v(x) & 0 \\ 0 & 0 \end{bmatrix},
\]

\[
K(\lambda) = -M_T \lambda^{-1} M \omega, \quad \lambda \in \mathbb{C} \setminus \mathbb{R}_+.
\]

Here, the operator \( M_T \lambda^{-1} M \omega \) is originally defined on the (maximal) domain of the operator \( M_\omega \) of multiplication by \( \tilde{u} \). We will see in (3.12) that \( K(\lambda) \in B(L^2(\mathbb{R}; dx)^2) \). Also, \( B(\lambda) \) in (3.6) has the following representation: \( B(\lambda) = \tilde{u}(x)\tilde{v}(x) \).

**Lemma 25.** Suppose that \( V \in L^1(\mathbb{R}; dx) \) and \( \lambda \in \mathbb{C} \setminus \mathbb{R}_+ \). Then \( K(\lambda) \in B_2(L^2(\mathbb{R}; dx)^2) \) and the following equality holds:

\[
\det_2 \left( I_{L^2(\mathbb{R}; dx)^2} - K(\lambda) \right) = \det_2 \left( I_{L^2(\mathbb{R}; dx)} + \mathcal{K}(\lambda) \right).
\]

**Proof.** Using (3.8), we arrive at the following identity:

\[
K(\lambda) = \begin{bmatrix} -v & 0 \\ 0 & 0 \end{bmatrix} T(\lambda^{-1}) \begin{bmatrix} 0 & 0 \\ u & 0 \end{bmatrix} = \begin{bmatrix} v(x) \{-d^2_{xx} - \lambda \}^{-1} u(x) & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} -K(\lambda) & 0 \\ 0 & 0 \end{bmatrix}.
\]

The required assertion now follows from Theorem 22 and (3.12).

We now recall that the eigenvalues of \( H \) are zeros of the Evans function \( \mathcal{E} \) associated with the first order system (3.7), see, e.g., [1, 4, 15, 18, 20]. Our next goal is to describe the relations of the algebraic multiplicity \( m(\lambda_0; H) \) of the eigenvalue \( \lambda_0 \) of the operator \( H \) defined in (3.2), the algebraic multiplicity \( m(\lambda_0; I - K(\cdot)) \) of the operator-valued function \( K(\cdot) \) at \( \lambda_0 \) (as defined in Definition 7), and the multiplicity \( m(\lambda_0; \mathcal{E}(\cdot)) \) of the zero at \( \lambda_0 \) of the Evans function \( \mathcal{E} \).

Let us first recall the definition of the Evans function, see, e.g., [18]. Consider a first order system

\[
\frac{d}{d\xi} u = M(\xi, \lambda) u, \quad u \in \mathbb{C}^n, \quad \xi \in \mathbb{R},
\]

where \( M \) is a sum of an \( L^\infty(\mathbb{R}; \mathbb{C}^{n \times n}) \)- and an \( L^1(\mathbb{R}; \mathbb{C}^{n \times n}) \)-function of \( \xi \) analytic in \( \lambda \) in some domain. We say that \( \lambda \) is not in the essential spectrum \( \sigma_{ess} \) of (3.13) if the operator \( \partial_\xi - M(\cdot, \lambda) \) is Fredholm with zero index. If this is the case then equation (3.13) has exponential dichotomies on \( \mathbb{R}^+ \) and \( \mathbb{R}^- \) with projections \( P_+(\xi; \lambda) \) and \( P_-(\xi; \lambda) \), respectively (this means that \( \text{ran}(P_+(0; \lambda)) \), respectively, \( \text{ker}(P_+(0; \lambda)) \) is the set of the initial data of the solutions of (3.13) on \( \mathbb{R}^+ \) that decay, respectively, grow exponentially at \( \pm \infty \), while \( \text{ker}(P_-(0; \lambda)) \), respectively, \( \text{ran}(P_-(0; \lambda)) \) is the set of the initial data of the solutions of (3.13) on \( \mathbb{R}^- \) that decay, respectively, grow exponentially at \( \pm \infty \)). Moreover, the Morse indices of the dichotomies are equal, that is, \( \dim \ker(P_+(0; \lambda)) = \dim \ker(P_-(0; \lambda)) \), see Palmer’s theorem in [18]. Let \( \Omega \) be a simply-connected subset of \( \mathbb{C} \setminus \sigma_{ess} \). Then the Morse index \( \dim \ker(P_+(0; \lambda)) = \dim \ker(P_-(0; \lambda)) \) is constant for \( \lambda \in \Omega \); let us denote it by \( k \). We choose ordered bases \( [u_1(\lambda), \ldots, u_k(\lambda)] \) and \( [u_{k+1}(\lambda), \ldots, u_n(\lambda)] \) of the subspaces
The Evans function $E$ is defined by

$$E(\lambda) = \det [u_1(\lambda), \ldots, u_n(\lambda)].$$  \hfill (3.14)

We note that the Evans function depends on the choice of the basis vectors $u_j(\lambda)$. As shown in [5], if the first order system (3.13) has an additional perturbation structure as in (3.7), then the Evans function can be chosen to agree with the (modified) Fredholm determinant of the operator $I - K(\lambda)$. Specifically, the basis vectors $u_j(\lambda)$ can be chosen as the columns of the generalized matrix-valued Jost solutions of the first order system (3.7). The definition of the generalized matrix-valued Jost solution can be found in [5]. The paper [5] contains the following formula:

$$\det 2(I_{L^2(\mathbb{R}; dx)}^2 - K(\lambda)) = e^{\Theta(\lambda)}E(\lambda),$$  \hfill (3.15)

where $\Theta(\lambda)$ is some number explicitly computed in [5].

In what follows we always assume that the Evans function is selected such that (3.15) holds. If $E(\lambda_0) = 0$ then we denote by $m(\lambda_0; E(\cdot))$ the multiplicity of $\lambda_0$ as a zero of the function $E$ such that $E(\lambda) = (\lambda - \lambda_0)^m(\lambda; E(\cdot))S(\lambda)$, $S(\lambda_0) \neq 0$.

**Hypothesis 27.** We assume that $V \in L^1(\mathbb{R})$ and

$$\lambda_0 \in \{ \mathbb{C} \setminus \mathbb{R}_+ \} \cap \{ \lambda \in \mathbb{C} \mid \lambda \text{ is an isolated eigenvalue of } H \}.$$  \hfill (3.16)

**Theorem 28.** Assume Hypothesis 27 and let $E(\cdot)$ be the Evans function for the perturbed equation (3.7). Then

$$m(\lambda_0; E(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R}; dx)} - K(\cdot)) = m(\lambda_0; H).$$  \hfill (3.17)

**Proof.** This follows from formula (3.15), Lemma 25, Theorem 21 and Theorem 18.

### 3.2. Degenerate Reaction-Diffusion Systems

Let $D$ be a diagonal $n \times n$ matrix with the diagonal entries $d_1, \ldots, d_\ell > 0$ and $d_{\ell+1} = \ldots = d_n = 0$, and $F : \mathbb{R}^n \to \mathbb{R}^n$ be a smooth function. We consider the system of reaction diffusion equations

$$U_t = DU_{xx} + F(U), \quad x \in \mathbb{R}, U \in \mathbb{R}^n.$$  \hfill (3.18)

In the moving coordinate frame $\xi = x - ct$, with some $c > 0$, system (3.18) is given by

$$U_t = DU_{\xi\xi} + cU_\xi + F(U), \quad \xi \in \mathbb{R}, U \in \mathbb{R}^n.$$  \hfill (3.19)

Suppose that $Q = Q(\xi)$ is a traveling wave for (3.18), that is, is a stationary solution of (3.19):

$$DQ_{\xi\xi}(\xi) + cQ_\xi(\xi) + F(Q(\xi)) = 0, \quad \xi \in \mathbb{R}.$$  \hfill (3.20)
The eigenvalue problem associated with the linearization of (3.19) about \( Q \) is given by

\[
DU_{\xi\xi} + cU_{\xi} + F'(Q)U = \lambda U;
\]
(3.21)

here and below \( F' = \partial F \) denotes the differential of \( F \).

We decompose \( U(\xi), F'(Q(\xi)) \) in the following way:

\[
U = [U_1(\xi), U_2(\xi)]^T \in \mathbb{R}^\ell \oplus \mathbb{R}^{n-\ell},
\]

\[
F'(Q(\xi)) = \begin{bmatrix} F'_{11}(Q(\xi)) & F'_{12}(Q(\xi)) \\ F'_{21}(Q(\xi)) & F'_{22}(Q(\xi)) \end{bmatrix} : \mathbb{R}^\ell \oplus \mathbb{R}^{n-\ell} \to \mathbb{R}^\ell \oplus \mathbb{R}^{n-\ell}.
\]

Let \( D_\ell \) be the diagonal \( \ell \times \ell \) matrix with the diagonal entries \( d_1, \ldots, d_\ell \), and denote \( W_1 = \frac{d}{d\xi} U_1 \).

Then the eigenvalue problem (3.21) can be recast as follows:

\[
\begin{bmatrix}
\partial_\xi \\ c^{-1}F'_{21}(Q(\xi)) \\ D_\ell^{-1}(-\lambda + F'_{11}(Q(\xi)))
\end{bmatrix}
\begin{bmatrix}
\frac{\partial_\xi}{0_{\ell \times (n-\ell)}} \\ c^{-1}(-\lambda + F'_{22}(Q(\xi))) + \partial_\xi \\ D_\ell^{-1}F'_{12}(Q(\xi))
\end{bmatrix}
\begin{bmatrix}
U_1 \\ U_2 \\ W_1
\end{bmatrix}
= 0.
\]
(3.22)

**Hypothesis 29.** Suppose that the traveling wave \( Q \) is a pulse, that is, the following limit exists:

\[
\lim_{|\xi| \to \infty} Q(\xi) = Q(\infty) \in \mathbb{R}^n.
\]
(3.23)

Assume Hypothesis 29. Denoting by \( W^k_2 \) the Sobolev space of \( k \) times differentiable functions with \( L^2 \)-derivatives, we introduce the operators \( T(\lambda), H_0, H \), and the matrices \( A, B, V \) as follows:

\[
T(\lambda) = \begin{bmatrix}
\partial_\xi \\ c^{-1}F'_{21}(Q(\infty)) \\ D_\ell^{-1}(-\lambda + F'_{11}(Q(\infty)))
\end{bmatrix}
\begin{bmatrix}
\frac{\partial_\xi}{0_{\ell \times (n-\ell)}} \\ c^{-1}(-\lambda + F'_{22}(Q(\infty))) + \partial_\xi \\ D_\ell^{-1}F'_{12}(Q(\infty))
\end{bmatrix}
\begin{bmatrix}
U_1 \\ U_2 \\ W_1
\end{bmatrix}
= 0,
\]
(3.24)

with the domain \( \text{dom}(T(\lambda)), \| \cdot \|_{T(\lambda)} = W^2_2(\mathbb{R})^{n+\ell} \).

\[
H_0 = \begin{bmatrix}
D_\ell \partial_\xi^2 + c\partial_\xi \\ 0_{(n-\ell) \times \ell} \\ c\partial_\xi
\end{bmatrix}
+ F'(Q(\infty)),
\]
(3.25)

with the domain \( \text{dom}(H_0), \| \cdot \|_{H_0} = W^2_2(\mathbb{R})^\ell \oplus W^1_2(\mathbb{R})^{n-\ell} \).

\[
H = H_0 + V, \text{ with } V(\xi) = F'(Q(\xi)) - F'(Q(\infty)) \text{ and the domain}
\]

\[
\text{dom}(H) = \left\{ f = (g, h)^T \in L^2(\mathbb{R}; d\xi)^\ell \oplus L^2(\mathbb{R}; d\xi)^{n-\ell} \mid g, g' \in AC_{\text{loc}}(\mathbb{R})^\ell, h \in AC_{\text{loc}}(\mathbb{R})^{n-\ell}; H_0 f + V f \in L^2(\mathbb{R}; d\xi)^n \right\},
\]
(3.26)
Hypothesis 32. In addition to Hypothesis 29, we assume that $F'(Q(\cdot)) - F'(Q(\infty)) \in L^1(\mathbb{R})^{n \times n}$. 

Remark 31. Since $\lambda \in \rho(H_0)$, by Lemma 30 the determinant of $N(\lambda, \eta)$ is separated from zero uniformly in $\eta \in \mathbb{R}$. Moreover, each element $m_{ij}$ of the matrix $M(\lambda, \eta)$ is of the form $p_{ij}(\lambda, \eta)/\det(N(\lambda, \eta))$, where $p_{ij}(\lambda, \eta)$ and $\det(N(\lambda, \eta))$ are polynomials in $\eta$, and 

$$\deg(p_{ij}(\lambda, \eta)) + 1 \leq \deg(\det(N(\lambda, \eta))).$$

Hence, $M(\lambda, \cdot) \in L^2(\mathbb{R}; d\eta)^{n \times n} \cap L^\infty(\mathbb{R}; d\eta)^{n \times n}$. So, we conclude that the Fourier transform of $M(\lambda, \cdot)$ is well-defined in $L^2$-sense.

Hypothesis 32. In addition to Hypothesis 29, we assume that $F'(Q(\cdot)) - F'(Q(\infty)) \in L^1(\mathbb{R})^{n \times n}$. 

Lemma 30. Let $H_0$ be as in (3.25). Then 

$$\rho(H_0) = \{\lambda \in \mathbb{C} \mid \inf_{\eta \in \mathbb{R}} |\det N(\lambda, \eta)| \neq 0\},$$

where we denote: 

$$N(\lambda, \eta) = \begin{bmatrix} -\eta^2D_\ell + ic\eta + F'_{11}(Q(\infty)) - \lambda & F'_{12}(Q(\infty)) \\ F'_{21}(Q(\infty)) & ic\eta + F'_{22}(Q(\infty)) - \lambda \end{bmatrix}. \tag{3.31}$$

For $\lambda \in \rho(H_0)$ one can express $(H_0 - \lambda)^{-1}$ in terms of the multiplication operator: 

$$(H_0 - \lambda)^{-1} = \mathcal{F}^{-1}M(\lambda, \cdot)\mathcal{F}, \tag{3.32}$$

where $\mathcal{F}$ is the Fourier transform, and we denote 

$$M(\lambda, \eta) = \begin{bmatrix} -\eta^2 + ic\eta + F'_{11}(Q(\infty)) - \lambda & F'_{12}(Q(\infty)) \\ F'_{21}(Q(\infty)) & ic\eta + F'_{22}(Q(\infty)) - \lambda \end{bmatrix}^{-1}. \tag{3.33}$$

Then, the eigenvalue problem (3.22) can be recast as 

$$\Psi'(\xi) = (A(\lambda) + B(\xi))\Psi(\xi), \tag{3.29}$$

where $\Psi(\xi) = [U_1(\xi), U_2(\xi), W_1(\xi)]^T$. Passing to the Fourier transform yields the following fact.
Let $\tilde{U}(\xi)$ and $|F'(Q(\xi)) - F'(Q(\infty))|$ denote the $n \times n$ matrices in the polar decomposition of $F'(Q(\xi)) - F'(Q(\infty))$. We introduce the matrices

$$u(\xi) = \tilde{U}(\xi)|F'(Q(\xi)) - F'(Q(\infty))|^{1/2}, \quad v(\xi) = |F'(Q(\xi)) - F'(Q(\infty))|^{1/2}.$$  \hfill (3.34)

Assume Hypothesis 32. Then $u, v \in L^2(\mathbb{R})^{n \times n}$. Next, using Remark 31, we introduce the integral operator $K(\lambda)$ in $L^2(\mathbb{R}; d\xi)^n$ with the integral kernel

$$K(\lambda, \xi, \xi') = -v(\xi)M^v(\lambda, \xi - \xi')u(\xi').$$  \hfill (3.35)

**Theorem 33.** Assume Hypothesis 32 and let $\lambda \in \mathbb{C}\setminus \sigma(H_0)$. Then $K(\lambda) \in \mathcal{B}_2(L^2(\mathbb{R}; d\xi)^n)$.

**Proof.** First, we claim that $M^v(\lambda, \cdot) \in L^{\infty}(\mathbb{R}; d\xi)^{n \times n}$. Indeed, by Remark 31 each element $m_{ij}$ of the matrix $M(\lambda, \eta)$ is of the form $p_{ij}(\lambda, \eta)/\text{det}(N(\lambda, \eta))$, where $p_{ij}(\lambda, \eta)$ and $\text{det}(N(\lambda, \eta))$ are polynomials in $\eta$. Denoting by $\eta_k$ the roots of $N(\lambda, \cdot)$, we can decompose $m_{ij}$ as the follows:

$$m_{ij}(\lambda, \eta) = \sum_{k=1}^d \sum_{l=1}^{s_k} \frac{a_{ijkl}}{(\eta - \eta_k)^l}, \quad a_{ijkl} \in \mathbb{C}, \quad \text{Im } (\eta_k) \neq 0,$$

where $d$ is the number of different roots of $\text{det}(N(\lambda, \cdot))$ and $s_k$ is the multiplicity of the root $\eta_k$ of $\text{det}(N(\lambda, \cdot))$. Note that some of $a_{ijkl}$ might be zero. If $l > 1$ then

$$a_{ijkl}/(\cdot - \eta_k)^l \in L^1(\mathbb{R}; d\eta) \quad \text{and} \quad (a_{ijkl}/(\eta - \eta_k)^l)^v \in L^{\infty}(\mathbb{R}; d\xi)$$

by the Riemann-Lebesgue lemma. If $l = 1$ then $(a_{ijkl}/(\eta - \eta_k)^l)^v \in L^{\infty}(\mathbb{R}; d\xi)$ since

$$\text{if } \text{Re}(\lambda) < 0 \text{ then } (\frac{1}{i\eta - \lambda})^v(\xi) = \begin{cases} \sqrt{2\pi}e^{i\xi}, & \xi \geq 0; \\ 0, & \xi < 0; \end{cases}$$  \hfill (3.37)

$$\text{if } \text{Re}(\lambda) > 0 \text{ then } (\frac{1}{i\eta - \lambda})^v(\xi) = \begin{cases} 0, & \xi \geq 0; \\ \sqrt{2\pi}e^{-i\xi}, & \xi < 0. \end{cases}$$  \hfill (3.38)

Combining the cases $l > 1$ and $l = 1$, we justify the claim $M^v(\lambda, \cdot) \in L^{\infty}(\mathbb{R}; d\xi)^{n \times n}$. The assertion in the theorem now follows from the well-known formula for the $\mathcal{B}_2$-norm of an integral operator, see [2, Theorem 11.3.6]:

$$\|K(\lambda)\|^2_{\mathcal{B}_2(L^2(\mathbb{R}; d\xi)^n)} = \int \int_{\mathbb{R} \times \mathbb{R}} d\xi d\xi' \|K(\lambda, \xi, \xi')\|^2_{\mathbb{C}^{n \times n}} =$$

$$= \int \int_{\mathbb{R} \times \mathbb{R}} d\xi d\xi' \|v(\xi)M^v(\lambda, \xi - \xi')u(\xi')\|^2_{\mathbb{C}^{n \times n}} < \infty.$$

The last inequality holds since $u, v \in L^2(\mathbb{R})^{n \times n}$ and $M^v(\lambda, \cdot) \in L^{\infty}(\mathbb{R}; d\xi)^{n \times n}$.
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Remark 34. Assume Hypothesis 32 and let \( \lambda \in \mathbb{C} \setminus \sigma(H_0) \). Since \( M(\lambda, \cdot) \in L^2(\mathbb{R}; d\eta)^{n \times n} \cap L^\infty(\mathbb{R}; d\eta)^{n \times n} \), it follows by [17, Theorem IX.29] that \( f \in \text{dom}(M_u) \) yields \( K(\lambda)f = -M_u(H_0 - \lambda)^{-1}M_u f \); here \( M_v, M_u \) are the operators of multiplication by \( v, u \). In other words, the integral operator \( K(\lambda) \) can be also written as \( K(\lambda) = -M_u(H_0 - \lambda)^{-1}M_u \in B_2(L^2(\mathbb{R}; d\xi)^n) \). From now on, we will use the notation \( K(\lambda) \) also for the operator \( -M_u(H_0 - \lambda)^{-1}M_u \).

We introduce the following matrices by taking the Fourier transform in (3.24) and (3.25):

\[
H_{0\eta} = \begin{bmatrix}
-\eta^2 D_\ell + c\mu + F'_{11}(Q(\infty)) & F'_{12}(Q(\infty)) \\
F''_{21}(Q(\infty)) & c\eta + F''_{22}(Q(\infty))
\end{bmatrix}, \quad \eta \in \mathbb{R},
\]  

(3.39)

\[
T_\eta(\lambda) = \begin{bmatrix}
i\eta & c\lambda - F'_{21}(Q(\infty)) & 0 & -I \\
D^{-1}_\ell(-\lambda + F'_{11}(Q(\infty))) & c\lambda + F'_{22}(Q(\infty)) + i\eta & cD^{-1}_\ell + i\eta
\end{bmatrix}.
\]

Assume \( \lambda \in \rho(H_0) \). Let us denote by \( H_{ij}, \tilde{H}_{ij}, \hat{H}_{ij} \) the blocks of the block-operators \( (H_{0\eta} - \lambda), (H_{0\eta} - \lambda)^{-1}, (H_0 - \lambda)^{-1} \), respectively, in the direct sum decomposition \( L^2(\mathbb{R}; d\xi)^n = L^2(\mathbb{R}; d\xi)^{n - \ell} \oplus L^2(\mathbb{R}; d\xi)^{\ell} \) such that

\[
(H_{0\eta} - \lambda) = [H_{ij}]_{i,j=1}^2, \quad (H_{0\eta} - \lambda)^{-1} = [\tilde{H}_{ij}]_{i,j=1}^2, \quad (H_0 - \lambda)^{-1} = [\hat{H}_{ij}]_{i,j=1}^2.
\]  

(3.40)

Lemma 35. The inverse of the operator \( T(\lambda) \) from (3.24) is given by the formula

\[
T(\lambda)^{-1} = \begin{bmatrix}
(c + \partial_\ell D_\ell)\tilde{H}_{11} & c\tilde{H}_{12} & D_\ell\tilde{H}_{11} \\
(c + \partial_\ell D_\ell)\tilde{H}_{21} & c\tilde{H}_{22} & D_\ell\tilde{H}_{21} \\
-I + \partial_\ell(c + \partial_\ell D_\ell)\tilde{H}_{11} & c\partial_\ell\tilde{H}_{12} & \partial_\ell D_\ell\tilde{H}_{11}
\end{bmatrix}, \quad \lambda \in \rho(H_0).
\]  

(3.41)

Proof. Since \( \lambda \in \rho(H_0) \), the invertibility of the matrix \( H_{0\eta} - \lambda \) follows from Lemma 30. A direct verification shows that the inverse of the matrix \( T_\eta(\lambda) \) is given by the formula

\[
T^{-1}_\eta(\lambda) = \begin{bmatrix}
(c + i\eta D_\ell)\tilde{H}_{11} & c\tilde{H}_{12} & D_\ell\tilde{H}_{11} \\
(c + i\eta D_\ell)\tilde{H}_{21} & c\tilde{H}_{22} & D_\ell\tilde{H}_{21} \\
-I + i\eta(c + i\eta D_\ell)\tilde{H}_{11} & c\eta\tilde{H}_{12} & i\eta D_\ell\tilde{H}_{11}
\end{bmatrix}.
\]  

(3.42)

Taking the Fourier transform in (3.42) proves the required assertion (3.41).

Next, we consider the matrices \( u(\xi) \) and \( v(\xi) \) defined in (3.34). Using the block representation \( u(\xi) = [u_{11} \ u_{12}, \ u_{21} \ u_{22}] \), \( v(\xi) = [v_{11} \ v_{12}, \ v_{21} \ v_{22}] \) in the direct sum decomposition \( \mathbb{C}^n = \mathbb{C}^{\ell} \oplus \mathbb{C}^{n - \ell} \), we introduce the matrices \( \tilde{u}(\xi), \tilde{v}(\xi) \) and the operator \( K(\lambda) \) as follows:

\[
\tilde{u}(\xi) = \begin{bmatrix}
0_{\ell \times \ell} & 0_{\ell \times (n - \ell)} & 0_{\ell \times \ell} \\
c^{-1}u_{21} & c^{-1}u_{22} & 0_{(n - \ell) \times \ell} \\
D^{-1}_\ell u_{11} & D^{-1}_\ell u_{12} & 0_{\ell \times \ell}
\end{bmatrix}, \quad \tilde{v}(\xi) = \begin{bmatrix}
v_{11} & v_{12} & 0_{\ell \times \ell} \\
v_{21} & v_{22} & 0_{(n - \ell) \times \ell} \\
0_{\ell \times \ell} & 0_{\ell \times (n - \ell)} & 0_{\ell \times \ell}
\end{bmatrix},
\]  

(3.43)
\[ \mathbb{K}(\lambda) = -M \xi T(\lambda)^{-1}M \xi, \quad \lambda \in \rho(H_0), \tag{3.44} \]

where the operator \( M \xi T(\lambda)^{-1}M \xi \) is originally defined on the (maximal) domain of \( M \xi \). We will see in (3.47) that \( \mathbb{K}(\lambda) \in \mathcal{B}(L^2(\mathbb{R}; d\xi)^{n+\ell}) \). We remark that \( \mathcal{B}(\xi) \) in (3.28) can be written as \( \mathcal{B}(\xi) = \hat{u}(\xi)\hat{\nu}(\xi) \).

**Hypothesis 36.** We assume:

\[ \lambda_0 \in \rho(H_0) \cap \{ \lambda \in \mathbb{C} \mid \lambda \text{ is an isolated eigenvalue of } H \}. \tag{3.45} \]

**Theorem 37.** Assume Hypothesis 36 and let \( \mathbb{E}(\cdot) \) be the Evans function for the perturbed equation (3.29). Then

\[ m(\lambda_0; \mathbb{E}(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R})^{n+\ell}} - \mathbb{K}(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R})^n} - K(\cdot)) = m(\lambda_0; H). \tag{3.46} \]

**Proof.** The first equality follows from formula (3.15). The second equality follows from the identity

\[ \mathbb{K}(\lambda) = \begin{bmatrix} K(\lambda) & 0_{n \times \ell} \\ 0_{\ell \times n} & 0_{\ell \times \ell} \end{bmatrix}, \quad \lambda \in \rho(H_0), \tag{3.47} \]

which, in turn, follows from (3.41) and (3.43):

\[ \mathbb{K}(\lambda) = -M \xi T(\lambda)^{-1}M \xi \]

\[ = - \begin{bmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{bmatrix} \begin{bmatrix} \hat{c}H_{12} & D_{\ell} \hat{H}_{11} \\ \hat{c}H_{22} & D_{\ell} \hat{H}_{21} \end{bmatrix} \begin{bmatrix} c^{-1}u_{12} & c^{-1}u_{22} \\ D_{\ell}^{-1}u_{11} & D_{\ell}^{-1}u_{12} \end{bmatrix} \]

\[ = - \begin{bmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{bmatrix} \begin{bmatrix} \hat{H}_{12}u_{21} + \hat{H}_{11}u_{11} & \hat{H}_{12}u_{22} + \hat{H}_{11}u_{12} \\ \hat{H}_{22}u_{21} + \hat{H}_{21}u_{11} & \hat{H}_{22}u_{22} + \hat{H}_{21}u_{12} \end{bmatrix} \]

\[ = - \begin{bmatrix} v_{11} & v_{12} \\ v_{21} & v_{22} \end{bmatrix} \begin{bmatrix} \hat{H}_{11} & \hat{H}_{12} \\ \hat{H}_{21} & \hat{H}_{22} \end{bmatrix} \begin{bmatrix} u_{11} & u_{12} \\ u_{21} & u_{22} \end{bmatrix} \]

\[ = \begin{bmatrix} K(\lambda) & 0 \\ 0 & 0 \end{bmatrix}. \]

By Theorem 33, from (3.47) we derive \( \mathbb{K}(\lambda) \in \mathcal{B}_2(L^2(\mathbb{R}; d\xi)^{n+\ell}) \) and

\[ \det_2 \left( I_{L^2(\mathbb{R}; d\xi)^{n+\ell}} - \mathbb{K}(\lambda) \right) = \det_2 \left( I_{L^2(\mathbb{R}; d\xi)^n} - K(\lambda) \right), \tag{3.48} \]

yielding \( m(\lambda_0; I_{L^2(\mathbb{R}; d\xi)^{n+\ell}} - \mathbb{K}(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R}; d\xi)^n} - K(\cdot)) \). Finally, the last equality in (3.46) follows from Theorem 21 and Theorem 18.
3.3. General $n$-th Order Linear Differential Equations

Let us consider the eigenvalue problem associated with the general $n$-th order linear differential operator:

$$a_n \partial^n_x U(x) + \sum_{l=0}^{n-1} a_l(x) \partial^l_x U(x) = \lambda U(x), \quad x \in \mathbb{R},$$

(3.49)

where $a_n$ is a non-zero constant and $a_l(\cdot), l = 0, \ldots, n - 1$, are given $L^1_{\text{loc}}(\mathbb{R})$-functions. Equation (3.49) is equivalent to the first order system:

$$\Psi'(x) = \begin{bmatrix} 0 & 1 & \cdots & \cdots & 0 \\ 0 & 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & -a_0(x)/a_n & -a_1(x)/a_n & \cdots & -a_{n-1}(x)/a_n \lambda - a_0(x)/a_n \\ -a_1(x)/a_n & -a_2(x)/a_n & \cdots & -a_{n-1}(x)/a_n & 1 \end{bmatrix} \Psi(x), \quad \Psi = \begin{bmatrix} U \\ U' \\ \vdots \\ U^{(n-2)} \\ U^{(n-1)} \end{bmatrix}.$$ \hspace{1cm} (3.50)

Hypothesis 38. Assume that the following limits exist:

$$a_l^\infty := \lim_{|x| \to \infty} a_l(x), \quad l = 0, \ldots, n - 1.$$

(3.51)

Assume Hypothesis 38. Denoting by $W^k_2$ the Sobolev space of $k$ times differentiable functions with $L^2$-derivatives, let us introduce the operators $T(\lambda), H_0, H, K(\lambda)$, and the matrices $A, B$ as follows:

$$T(\lambda) = \begin{bmatrix} \partial_x & -1 & \cdots & \cdots & 0 \\ 0 & \partial_x & -1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & a_0^\infty - \lambda/a_n & a_1^\infty/a_n & \cdots & \partial_x - 1 \\ a_0^\infty/a_n & a_1^\infty/a_n & \cdots & \partial_x + a_{n-1}^\infty/a_n \\ \end{bmatrix},$$

(3.52)

with the domain $(\text{dom}(T(\lambda)), \| \cdot \|_{T(\lambda)}) = W^1_2(\mathbb{R})^n,$

$$H_0 = a_n \partial^n_x + \sum_{l=0}^{n-1} a_l^\infty \partial^l_x,$$

(3.53)

with the domain $(\text{dom}(H_0), \| \cdot \|_{H_0}) = W^n_2(\mathbb{R}),$

$$H = H_0 + V, \quad \text{where } V(x) = \sum_{l=0}^{n-1} (a_l(x) - a_l^\infty(x)) \partial^l_x,$$

(3.54)

with the domain $(\text{dom}(H), \| \cdot \|_H) = W^n_2(\mathbb{R}),$ and

$$K(\lambda) = (H - H_0)(H_0 - \lambda)^{-1}, \quad \lambda \in \rho(H_0),$$

(3.55)
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\[ A(\lambda) = \begin{bmatrix}
0 & 1 & \cdots & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & & & \\
0 & \frac{\lambda - a_0}{a_n} & \frac{a_1}{a_n} & \cdots & \frac{a_{n-1}}{a_{n-1}} \\
\frac{\lambda - a_n}{a_n} & a_1 & a_1 & \cdots & \frac{a_{n-1}}{a_{n-1}} 
\end{bmatrix} , \quad (3.56) \]

\[ B(x) = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & & \\
-\frac{a_0(x)}{a_n} & \frac{a_1(x)}{a_n} & \cdots & \frac{-a_{n-1}(x)}{a_{n-1}} \\
-\frac{a_n}{a_n} & \frac{a_1}{a_n} & \cdots & \frac{a_{n-1}}{a_{n-1}} 
\end{bmatrix} . \quad (3.57) \]

Then the eigenvalue problem (3.50) can be recast as

\[ \Psi'(x) = (A(\lambda) + B(x))\Psi(x). \quad (3.58) \]

Preparing to use the Fourier transform, we introduce the following matrices obtained by replacing \( \partial_x \) by \( i\eta \) in (3.53) and (3.52):

\[ H_0\eta = a_n(i\eta)^n + \sum_{l=0}^{n-1} a_l(i\eta)^l, \quad \eta \in \mathbb{R}, \quad (3.59) \]

\[ T_\eta(\lambda) = \begin{bmatrix}
i\eta & -1 & \cdots & \cdots & 0 \\
0 & i\eta & -1 & \cdots & 0 \\
\vdots & \vdots & & \vdots & \\
\frac{a_0}{a_n} & \frac{a_1}{a_n} & \cdots & \frac{i\eta + \frac{a_{n-1}}{a_n}}{a_{n-1}} 
\end{bmatrix} . \]

**Lemma 39.** The inverse of the operator \( T(\lambda) \) is given by the formula

\[ T(\lambda)^{-1} = \begin{bmatrix}
* & \cdots & * & a_n(H_0 - \lambda)^{-1} \\
* & \cdots & * & a_n\partial_x(H_0 - \lambda)^{-1} \\
\vdots & \vdots & \vdots & \\
* & \cdots & * & a_n\partial_x^{(n-1)}(H_0 - \lambda)^{-1} 
\end{bmatrix} , \quad \lambda \in \rho(H_0), \quad (3.60) \]

where stars denote the elements which are not important in the sequel.

**Proof.** Since \( \lambda \in \rho(H_0) \), the matrix \( H_0 - \lambda \) is invertible. A direct calculation shows that the inverse of the matrix \( T_\eta(\lambda) \) is given by the formula

\[ T_\eta(\lambda)^{-1} = \begin{bmatrix}
* & \cdots & * & a_n(H_0\eta - \lambda)^{-1} \\
* & \cdots & * & a_n(i\eta)(H_0\eta - \lambda)^{-1} \\
\vdots & \vdots & \vdots & \\
* & \cdots & * & a_n(i\eta)^{(n-1)}(H_0\eta - \lambda)^{-1} 
\end{bmatrix} . \quad (3.61) \]
Using the Fourier transform in (3.61) proves the required assertion (3.60).

Next, we introduce the operator $\mathbb{K}(\lambda)$ on $L^2(\mathbb{R}; dx)^n$ as follows:

$$\mathbb{K}(\lambda) = -B(\cdot)T(\lambda)^{-1}, \quad \lambda \in \rho(H_0).$$  

(3.62)

We will see in Theorem 41 that $\mathbb{K}(\lambda) \in \mathcal{B}(L^2(\mathbb{R}; dx)^n)$.

**Hypothesis 40.** In addition to Hypothesis 38, we assume that $a_l(\cdot) - a_l^\infty \in L^2(\mathbb{R})$, $l = 0, \ldots, n-1$.

**Theorem 41.** Assume Hypothesis 40 and let $\lambda \in \rho(H_0)$. Then $\mathbb{K}(\lambda) \in \mathcal{B}_2(L^2(\mathbb{R}; dx)^n)$.

**Proof.** The assertion in the theorem now follows from the well-known formula for the $\mathcal{B}_2$-norm of an integral operator, see [2, Theorem 11.3.6]:

$$\|\mathbb{K}(\lambda)\|_{\mathcal{B}_2(L^2(\mathbb{R}; dx)^n)} = \int_{\mathbb{R} \times \mathbb{R}} dx dx' \|\mathbb{K}(\lambda, x, x')\|_{\mathbb{C}^{n \times n}}^2 = \int_{\mathbb{R} \times \mathbb{R}} dx dx' \| - B(x)(T^{-1}_\eta)^\vee(\lambda, x - x')\|_{\mathbb{C}^{n \times n}}^2 \leq \int_{\mathbb{R}} dx \|B(x)\|_{\mathbb{C}^{n \times n}}^2 \int_{\mathbb{R}} dx \|(T^{-1}_\eta)^\vee(\lambda, x - x')\|_{\mathbb{C}^{n \times n}}^2 \leq \|B\|_{L^2}^2 \|T^{-1}_\eta(\lambda)\|_{L^2}^2 < \infty.$$  

The last inequality holds since $\|B\|_{L^2}^2 < \infty$ by Hypothesis 40, and since the $L^2$-norm of each entry of the matrix $T^{-1}_\eta(\lambda)$ is finite.

**Hypothesis 42.** We assume:

$$\lambda_0 \in \rho(H_0) \cap \{\lambda \in \mathbb{C} \mid \lambda \text{ is an isolated eigenvalue of } H\}. \tag{3.63}$$

**Theorem 43.** Assume Hypothesis 42 and let $E(\cdot)$ be the Evans function for the perturbed equation (3.58). Then

$$m(\lambda_0; E(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R})^n} - \mathbb{K}(\cdot)) = m(\lambda_0; I_{L^2(\mathbb{R})} - K(\cdot)) = m(\lambda_0; H). \tag{3.64}$$

**Proof.** The first equality follows from formula (3.15). The second equality is based on the identity

$$\mathbb{K}(\lambda) = \begin{bmatrix} 0 & 0 \\ * & (H - H_0)(H_0 - \lambda)^{-1} \end{bmatrix}, \tag{3.65}$$

which, in turn, follows from (3.57) and (3.60):

$$\mathbb{K}(\lambda) = -B(x)T(\lambda)^{-1}$$
\[
= -\begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{-a_0+a_0}{a_n} & \frac{-a_1}{a_n} & \cdots & \frac{-a_n+\infty}{a_n-1}
\end{bmatrix}
\begin{bmatrix}
a_n(H_0-\lambda)^{-1} \\
a_nH_0-\lambda \\
\vdots \\
a_n
\end{bmatrix}
\begin{bmatrix}
* & \cdots & * \\
* & \cdots & * \\
\vdots & \cdots & \vdots \\
* & \cdots & *
\end{bmatrix}
\begin{bmatrix}
0 & \cdots & 0 \\
0 & \cdots & 0 \\
\vdots & \vdots & \ddots \\
0 & \cdots & 0
\end{bmatrix}
= \begin{bmatrix}
0 & 0 \\
* & (H - H_0)(H_0 - \lambda)^{-1}
\end{bmatrix}.
\]

By Theorem 41, from (3.65) we derive
\[
\det_2\left(I_{L^2([\mathbb{R};dx],n)} - \mathbb{K}(\lambda)\right) = \det_2\left(I_{L^2([\mathbb{R};dx])} - (H - H_0)(H_0 - \lambda)^{-1}\right),
\] (3.66)
yielding the second equality in (3.64). Finally, the last equality in (3.64) follows from Theorem 18.
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