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Abstract

I propose statistical inference methods to learn about the set of utility functions for which one distribution has higher expected utility than another. With high probability, an “inner” confidence set is contained by this true set, while an “outer” confidence set contains the true set. Such confidence sets can be formed by inverting a multiple testing procedure. Theoretical justification comes from empirical process results after showing very large classes of utility functions are generally Donsker (subject to finite moments). The theory further justifies a uniform (over utility functions) confidence band of expected utility differences, as well as tests with a utility-based “restricted stochastic dominance” as either the null or alternative hypothesis. Simulated and empirical examples illustrate the methodology.
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1 Introduction

Different individuals with different preferences can disagree about which of two distributions is better, so economists have considered ways to capture consensus. Within the standard expected utility framework, variations of stochastic dominance characterize when certain groups of people all agree which distribution is better, i.e., when expected utility is higher for one distribution given any utility function in a particular set. For example, first-order stochastic dominance requires higher expected utility for any (non-decreasing) utility function, whereas second-order stochastic dominance relaxes the requirement to only concave (risk-averse) utility functions. As usual, “individuals” can be replaced by other agents or organizations (or “utility function” replaced by social welfare function), and the “distributions” could be earnings, asset returns, productivity, scores, or other observable measures.
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Statistical inference has focused on testing the null hypothesis of stochastic dominance, exploiting alternative characterizations in terms of cumulative distribution functions (CDFs). For example, first-order stochastic dominance is equivalent to one CDF lying below another at all points, which can be tested using statistical properties of empirical CDFs. Further, Barrett and Donald (2003) provide CDF-based bootstrap tests of the null hypothesis of any desired order of stochastic dominance.

Such methods are excellent for testing economic theories that imply stochastic dominance, but they do not provide strong evidence in favor of dominance (Davidson and Duclos, 2013, p. 87). Non-rejection of dominance may be a type II error, whose rate is not controlled. In contrast, false rejection of a non-dominance null hypothesis in favor of dominance would be a type I error, whose rate is controlled. However, with unbounded continuous distributions, the first-order stochastic dominance concept is too economically strong to ever reject non-dominance (Davidson and Duclos, 2013, p. 87). Consequently, Davidson and Duclos (2013) compare CDFs only over a specified interval.

For both economic and statistical reasons, I propose methods to learn about the set of utility functions for which one distribution is preferred to another. Economically, compared to ordering CDFs over a specific interval, this set of utility functions is more closely linked with the expected utility framework and can be interpreted in light of the literature’s estimates of utility function parameters like risk aversion. Statistically, this set of utility functions provides more information than a single all-or-nothing hypothesis test. Even if one distribution is not unanimously preferred, it is helpful to know whether the distribution is preferred over a large set of realistic utility functions. Like Davidson and Duclos (2013), compared to testing a null of dominance, my approach provides stronger evidence for a distribution being “better.” Further, the object of interest does not need to be specified and then tested, but rather is learned inductively.

To quantify uncertainty about this set of utility functions for which one distribution is preferred, I propose “inner” and “outer” confidence sets. The inner confidence set is contained within the true set with high probability, while the outer confidence set contains the true set with high probability. The inner confidence set is thus conservative in the sense that it only contains utility functions from the true set with high probability, but it readily omits additional utility functions (from the true set) if there is too much uncertainty. The outer confidence set for one distribution being better is the complement of the inner confidence set for the other distribution being better. The true set is “between” the inner and outer confidence sets with high probability.

These confidence sets can be constructed by inverting a multiple testing procedure. The inner confidence set contains all utility functions for which lower expected utility is rejected in
favor of higher expected utility while controlling the familywise error rate. The probability of any false rejection is the probability of incorrectly including a utility function in the confidence set, so familywise error rate control implies correct coverage probability.

To justify the multiple testing procedures and confidence sets, I use empirical process theory for the sample expected utility difference, indexed by utility functions. Because utility functions are non-decreasing, this process generally has a Gaussian limit, subject to certain finite moments. Further, this limit is consistently estimated by exchangeable bootstrap.

These theoretical results in turn justify other statistical methods. Uniform (over utility functions) confidence bands for the expected utility difference can be constructed; these are more informative than the confidence sets, but more difficult to communicate and comprehend. I also describe hypothesis tests for having higher expected utility for all utility functions in a specified set; the null can be either dominance or non-dominance.

Although superficially different, my utility approach has high-level parallels with the CDF approach that also considers robust ranking of distributions. My methods learn about the set of utility functions over which there is consensus about which distribution is “better” in terms of expected utility. Alternatively, at least for distributions like income or consumption, “better” could be defined in terms of headcount poverty, defined as the portion of the population below a specified value (the poverty line). People may disagree about the appropriate poverty line, but there may be a range of poverty lines over which there is consensus. This motivates the CDF-based “restricted stochastic dominance” in Condition I of Atkinson (1987, p. 751), which is equivalent to one CDF lying below another over a particular interval (of poverty lines). That is, his concept provides a ranking of distributions based on headcount poverty that is robust to the choice of poverty line, without requiring robustness to any possible poverty line. Davidson and Duclos (2013) then provide tests for such (non)dominance. Similarly, my approach provides statistical inference for a ranking of distributions based on expected utility, robust to any possible utility. More abstractly, both approaches consider functionals that characterize which distribution is better, and they both consider robustness over a set of functionals.

Another high-level parallel is between my multiple testing (of the expected utility difference, over utility functions) and the multiple testing (of the CDF difference, over evaluation points) of Goldman and Kaplan (2018) and Kaplan (2019). Method 5 of Goldman and Kaplan (2018) is a multiple testing procedure for whether one CDF lies below another CDF at each possible point, i.e., it tests \( H_{0r}: F_a(r) \leq F_b(r) \) for all \( r \) while controlling the (finite-sample) familywise error rate. Instead of multiple testing CDF inequalities point-by-point, I consider multiple testing expected utility inequalities function-by-function. Another inter-
pretation in light of Atkinson (1987) is that Goldman and Kaplan (2018) try to learn about the set of poverty lines for which one distribution is “better” than another in terms of lower headcount poverty. Instead, I consider inference on the set of utility functions for which one distribution is “better” than another in terms of higher expected utility. The CDF approach has natural advantages when data are top-coded or when the tails suffer from measurement error. The utility approach has advantages in economic interpretation and simultaneous assessment of first-order and higher-order stochastic dominance.

Paper structure Section 2 contains the core theoretical results. Section 3 describes multiple testing of negative/positive expected utility difference (over utility functions). Section 4 describes confidence sets for the set of utility functions with positive expected utility difference. Section 5 describes uniform confidence bands and hypothesis tests of utility restricted stochastic dominance. Sections 6 and 7 have empirical and simulation illustrations of the methodology and theory. Appendix A contains proofs not in the main text. Appendix B contains an example algorithm to compute bootstrap critical values.

Notation Following convention, let \( \{G_n f : f \in \mathcal{F} \} \) denote the empirical process indexed by the set of functions \( \mathcal{F} \), where \( G_n \equiv \sqrt{n}(P_n - P) \) is the empirical process, \( P \) is the true population measure, \( P_n = \frac{1}{n} \sum_{i=1}^{n} \delta X_i \) is the empirical measure (where \( \delta \) is the Dirac delta function), and \( Q f \equiv \int f \mathrm{d}Q \) for any measure \( Q \), and let \( \Rightarrow \) denote weak convergence. The two samples/populations are distinguished by superscript or subscript \( a \) or \( b \): \( P^a f = E[f(Y^a)] \) for \( Y^a \sim P^a \), \( P^b f = E[f(Y^b)] \) for \( Y^b \sim P^b \), \( P^a_n f = \frac{1}{n} \sum_{i=1}^{n} f(Y^a_i) \), \( P^b_n f = \frac{1}{n} \sum_{i=1}^{n} f(Y^b_i) \), and

\[
G^a_n \equiv \sqrt{n_a}(P^a_n - P^a), \quad G^b_n \equiv \sqrt{n_b}(P^b_n - P^b), \quad G^\Delta_n \equiv \sqrt{n_a}[P^a_n - P^a] - (P^a - P^b). \tag{1}
\]

The statement \( n \to \infty \) abbreviates \( n_a, n_b \to \infty \). Let \( \ell^\infty(\mathcal{F}) \) denote the space of all bounded functions \( \mathcal{F} \mapsto \mathbb{R} \), equipped with norm \( \|g\|_\mathcal{F} = \sup_{f \in \mathcal{F}} |g(f)| \). Set difference \( \setminus \) means \( A \setminus B \equiv \{a : a \in A, a \not\in B\} \). Acronyms used include those for confidence set (CS), constant relative risk aversion (CRRA), coverage probability (CP), cumulative distribution function (CDF), data-generating process (DGP), empirical CDF (ECDF), familywise error rate (FWER), multiple testing procedure (MTP), stochastic dominance (SD), and Vapnik–Chervonenkis (VC).

\[\text{1Thanks to Saku Aura for these points.}\]
2 Theory

Section 2.1 concerns which classes of utility functions are Donsker. Given a Donsker class of utility functions, Section 2.2 establishes the Gaussian limit of the expected utility difference process, as well as bootstrap consistency.

2.1 Donsker classes of utility functions

This section considers the key technical condition for applying empirical process theory to expected utility: whether the specified set of utility functions is Donsker. Section 2.1.1 shows this holds very generally. Section 2.1.2 establishes the Donsker property of the popular but simple class of constant relative risk aversion (CRRA) utility functions under a weaker envelope function condition.

2.1.1 A large nonparametric class of utility functions

Corollary 3.1 of van der Vaart (1996) establishes that the class of essentially all utility functions is Donsker, subject to a common lower (or upper) bound and an envelope function with $2 + \delta$ moments. Below, the lower bound is stated as zero without loss of generality, because adding a constant to a utility function does not affect the expected utility difference when comparing two distributions. That is, if utility function $f(x) = \tilde{f}(x) + c$ for constant $c$, and $Y^a$ and $Y^b$ are random variables, then

$$E[f(Y^a)] - E[f(Y^b)] = E[\tilde{f}(Y^a) + c] - E[\tilde{f}(Y^b) + c] = E[\tilde{f}(Y^a)] - E[\tilde{f}(Y^b)].$$

Lemma 1 (van der Vaart (1996), Cor. 3.1). The set $\mathcal{F}$ of non-decreasing utility functions $f: \mathbb{R} \mapsto \mathbb{R}_{\geq 0}$ is $P$-Donsker if $P F^{2+\delta} < \infty$ for some $\delta > 0$, where $F$ is an envelope function satisfying $0 \leq f \leq F$ for all $f \in \mathcal{F}$.

Proof. This is Corollary 3.1 of van der Vaart (1996).

2.1.2 A parametric utility function class

Consider the simple but popular CRRA utility function

$$f_{\theta}(x) = \begin{cases} 
\frac{x^{1-\theta} - 1}{1 - \theta} & \text{if } \theta \geq 0 \text{ and } \theta \neq 1, \\
\ln(x) & \text{if } \theta = 1.
\end{cases} \quad (2)$$

The parameter $\theta$ represents risk aversion. With $\theta = 0$, $f_{0}(x) = x - 1$, which is risk-neutral. With $\theta > 0$, $f_{\theta}(x)$ is concave in $x$, which is risk-averse.
Lemma 2 states that the VC dimension is one. For any \( \theta \), \( f_\theta(1) = 0 \). For any other \( x \neq 1 \), \( f_\theta(x) \) is decreasing in \( \theta \). Thus, the subgraphs are nested, so the VC dimension is 1. The Donsker property follows if the envelope function is square integrable, or if the somewhat weaker condition in Theorem 2.6.8 of van der Vaart and Wellner (1996) holds. Depending on the distribution (\( P \)), the envelope function condition may require bounding \( \theta \). Whether such a bound is economically restrictive depends on the value of the bound and the economic setting.

Lemma 2. Given (2), let \( \mathcal{F} = \{ f_\theta : 0 \leq \theta < \bar{\theta} \} \), allowing \( \bar{\theta} = \infty \). The VC dimension of \( \mathcal{F} \) is one, and it is \( P \)-Donsker if \( PF^2 < \infty \), where \( F \) is the envelope function.

### 2.2 Asymptotic distributions

This section establishes the core theoretical results that justify the methods proposed later. Section 2.2.1 provides the Gaussian limit of the expected utility difference process (indexed by utility functions). Section 2.2.2 extends this result to suprema. Section 2.3 establishes exchangeable bootstrap consistency.

#### 2.2.1 Limiting Gaussian process for expected utility difference

Theorem 3 states the Gaussian limit of the expected utility empirical process (indexed by utility functions), given the utility function class is Donsker and given Assumption A1. Assumption A1 states there are two iid samples, independent of each other, whose sample sizes are of the same magnitude; it is similar to Assumption 2 (page 75) in Barrett and Donald (2003), among others.

**Assumption A1.** Random variables \( Y^a_{1a}, Y^a_{2a}, \ldots \) are iid realizations of random variable \( Y^a \) with distribution \( P^a \). Independent of the \( Y^a_{1a} \) are \( Y^b_{1b}, Y^b_{2b}, \ldots \), iid realizations of \( Y^b \) with distribution \( P^b \). The respective data samples are \( Y^a_i \) for \( i = 1, \ldots, n_a \) and \( Y^b_j \) for \( j = 1, \ldots, n_b \), where \( n_a/n_b = \lambda + o(1) \) as \( n_a, n_b \to \infty \).

**Theorem 3.** Let \( \mathcal{F} \) be a \( P^a \)-Donsker and \( P^b \)-Donsker class of utility functions. Let Assumption A1 hold. Then, \( G^a_n \sim G^a \) and \( G^b_n \sim G^b \) in \( \ell^\infty(\mathcal{F}) \), where \( G^a \) and \( G^b \) are respectively \( P^a \)- and \( P^b \)-Brownian bridges, i.e., mean-zero Gaussian processes with covariance functions \( \mathbb{E}[G^a f G^a g] = P^a fg - P^a P^a g \) and \( \mathbb{E}[G^b f G^b g] = P^b fg - P^b P^b g \), respectively, and they are independent (\( G^a \perp \perp G^b \)). Further, the convergence is joint: \((G^a_n, G^b_n) \sim (G^a, G^b)\).

**Proof.** Because \( \mathcal{F} \) is \( P^a \)-Donsker and \( P^b \)-Donsker, the marginal results are immediate; e.g., see (2.1.1) and (2.1.2) in van der Vaart and Wellner (1996). There are only two processes, so the joint convergence follows from Theorem 1.4.8 of van der Vaart and Wellner (1996).
Corollary 4 extends Theorem 3 to expected utility differences.

**Corollary 4.** Under the conditions of Theorem 3, \( \mathbb{G}^\Delta_n \sim \mathbb{G}^\Delta \) in \( \ell^\infty(F) \), where \( \mathbb{G}^\Delta \) is a mean-zero Gaussian process with covariance function

\[
E[\mathbb{G}^\Delta f \mathbb{G}^\Delta g] = P^a f g - P^a f P^a g + \lambda^2 [P^b f g - P^b f P^b g].
\]

**Proof.** Rearranging with algebra and applying Theorem 3,

\[
\frac{\mathbb{G}^\Delta_n}{\sqrt{n_a(P^n_a - P^n_b)}} \rightarrow_{\mathbb{P}} \frac{\mathbb{G}^a_n}{\sqrt{n_a}} \overset{\mathbb{P}}{\sim} \mathbb{G}^\Delta \equiv \mathbb{G}^a - \lambda \mathbb{G}^b,
\]

where the \( \Delta \) superscript stands for “difference.” Both \( \mathbb{G}^a \) and \( \mathbb{G}^b \) are mean-zero, so \( \mathbb{G}^\Delta \) is, too. Since additionally \( \mathbb{G}^a \perp \perp \mathbb{G}^b \), the covariance function is

\[
E[\mathbb{G}^\Delta f \mathbb{G}^\Delta g] = E[(\mathbb{G}^a - \lambda \mathbb{G}^b) f (\mathbb{G}^a - \lambda \mathbb{G}^b) g]
\]

\[
= E[\mathbb{G}^a f \mathbb{G}^a g] + \lambda^2 E[\mathbb{G}^b f \mathbb{G}^b g] - \lambda E[\mathbb{G}^a f \mathbb{G}^b g] + E(\mathbb{G}^b f \mathbb{G}^a g)]
\]

\[
= P^a f g - P^a f P^a g + \lambda^2 [P^b f g - P^b f P^b g]
\]

\[
- \lambda [E(\mathbb{G}^a f) E(\mathbb{G}^a g) + E(\mathbb{G}^b f) E(\mathbb{G}^a g)].
\]

\[\square\]

### 2.2.2 Distributions of suprema

The distributions of maximal \( t \)-statistics are useful for inference. Denote the pointwise (scalar) variance of \( \mathbb{G}^\Delta f \) as

\[
\sigma_f^2 \equiv \text{Var}(\mathbb{G}^\Delta f) = P^a f^2 - (P^a f)^2 + \lambda^2 [P^b f^2 - (P^b f)^2],
\]

with \( \hat{\sigma}_f \) an estimator like \( \hat{\sigma} \). For \( S \subseteq F \), using notation from \( [1] \), define

\[
T_f \equiv \mathbb{G}^\Delta f / \sigma_f, \quad T^S_f \equiv \sup_{f \in S} T_f, \quad T^S^\wedge \equiv \inf_{f \in S} T_f, \quad |T|^S^\vee \equiv \sup_{f \in S} |T_f|,
\]

\[
\hat{T}_f \equiv \mathbb{G}^\Delta_n f / \hat{\sigma}_f, \quad \hat{T}^S_f \equiv \sup_{f \in S} \hat{T}_f, \quad \hat{T}^S^\wedge \equiv \inf_{f \in S} \hat{T}_f, \quad |\hat{T}|^S^\vee \equiv \sup_{f \in S} |\hat{T}_f|.
\]

The corresponding limit distributions are given in Corollary 5 under Assumptions \( \text{A2} \) and \( \text{A3} \). Assumption \( \text{A3} \) is satisfied by the bootstrap estimator in \( [8] \), among other possibilities.

**Assumption A2.** The pointwise variances \( \sigma_f^2 \) from \( [3] \) are uniformly (over \( f \in F \)) bounded away from zero.

**Assumption A3.** The estimators \( \hat{\sigma}_f \) are uniformly consistent: \( \sup_{f \in F} |\hat{\sigma}_f - \sigma_f| \overset{\mathbb{P}}{\rightarrow} 0. \)
Corollary 5. Let the conditions for Corollary 4 hold along with Assumptions A2 and A3. Then,
\[ \hat{T}_f \overset{d}{\to} T_f \sim N(0, 1) \text{ for each } f \in \mathcal{F}, \quad \hat{T}_{S^\vee} \overset{d}{\to} T_{S^\vee}, \quad \hat{T}_{S^\wedge} \overset{d}{\to} T_{S^\wedge}, \quad |\hat{T}|_{S^\vee} \overset{d}{\to} |T|_{S^\vee}. \]

Proof. This follows from \( \hat{T}_f \equiv \mathbb{G}_n^\Delta f / \hat{\sigma}_f = \mathbb{G}_n^\Delta f / \sigma_f + o_p(1) \) uniformly over \( f \in \mathcal{F} \) (by A2 and A3) and the continuous mapping theorem applied to Corollary 4.

2.3 Exchangeable bootstrap consistency

The exchangeable bootstrap consistently estimates the limiting Gaussian process \( \mathbb{G}^\Delta \) from Corollary 4. This provides an alternative to simulating from a version of \( \mathbb{G}^\Delta \) with explicitly estimated covariance function. Special cases of exchangeable bootstrap include the empirical bootstrap (multinomial weights), Bayesian bootstrap, \( m\)-out-of-\( n \) bootstrap, and subsampling. See Theorem 3.6.13 and equation (3.6.8) of van der Vaart and Wellner (1996, p. 354–355) for conditions on measurability and general weights. The conditions on the weights are stated in A4.

Assumption A4. For \( n = n_a \) or \( n = n_b \), let \( \tilde{W}_{n_1}, \ldots, \tilde{W}_{n_n} \) denote the exchangeable random vector of nonnegative weights, independent of the data. Denote the average \( \bar{W}_n \equiv n^{-1} \sum_{i=1}^n \tilde{W}_{ni} \). Further, as in (3.6.8) of van der Vaart and Wellner (1996, p. 354),
\[ \sup_n \| \tilde{W}_{n1} - \bar{W}_n \|_{2,1} \equiv \sup_n \int_0^\infty \sqrt{P(\| \tilde{W}_{n1} - \bar{W}_n \| > x)} \, dx < \infty, \]
\[ n^{-1/2} \mathbb{E} \max_{1 \leq i \leq n} | \tilde{W}_{ni} - \bar{W}_n | \overset{p}{\to} 0, \quad n^{-1} \sum_{i=1}^n (\tilde{W}_{ni} - \bar{W}_n)^2 \overset{p}{\to} c^2 > 0. \]

Notationally, denote the bootstrap empirical process (difference) adjusted for \( c \) as
\[ \mathbb{G}_n^\Delta \equiv \sqrt{n_a}[(\bar{P}_a^n - \bar{P}_b^n) - (\tilde{W}_a^n \tilde{Y}_a^n - \tilde{W}_b^n \tilde{Y}_b^n)] / c, \]
\[ \bar{P}_a^n \equiv \frac{1}{n_a} \sum_{i=1}^{n_a} \tilde{W}_a^n \tilde{Y}_a^n, \quad \bar{P}_b^n \equiv \frac{1}{n_b} \sum_{i=1}^{n_b} \tilde{W}_b^n \tilde{Y}_b^n, \] (6)
where \( \tilde{W}_1^n, \ldots, \tilde{W}_{n_a}^n \) and \( \tilde{W}_1^n, \ldots, \tilde{W}_{n_b}^n \) are the exchangeable random vectors of bootstrap weights with respective averages \( \tilde{W}_a^n \) and \( \tilde{W}_b^n \). Analogous to (4) and (5), let
\[ \hat{T}_f \equiv \mathbb{G}_n^\Delta f / \hat{\sigma}_f, \quad \hat{T}_{S^\vee} \equiv \sup_{f \in S} \hat{T}_f, \quad \hat{T}_{S^\wedge} \equiv \inf_{f \in S} \hat{T}_f, \quad |\hat{T}|_{S^\vee} \equiv \sup_{f \in S} |\hat{T}_f|. \] (7)

A bootstrap estimator of \( \sigma_f \) suggested by Chernozhukov, Fernández-Val, and Melly (2013, p. 2222–2223) is the scaled interquartile range. Letting \( z_\alpha \) denote the \( \alpha \)-quantile of the standard
normal distribution and letting \((\tilde{G}_n^\Delta f)_{\alpha}\) denote the \(\alpha\)-quantile of \(\tilde{G}_n^\Delta f\),
\[
\hat{\sigma}_f = \frac{\left[(\tilde{G}_n^\Delta f)_{0.75} - (\tilde{G}_n^\Delta f)_{0.25}\right]}{(z_{0.75} - z_{0.25})}.
\]  

(8)


**Theorem 6.** Let the assumptions of Corollary 5 hold, as well as Assumption A4 with the same \(c\) for both samples. Also, as in Theorem 3.6.13 of van der Vaart and Wellner (1996, p. 355), assume measurability of the functions in \(\mathcal{F}\) such that \(\mathcal{F}_\delta\) is measurable for each \(\delta > 0\), where \(\mathcal{F}_\delta \equiv \{f - g : f, g \in \mathcal{F}, \rho_P(f - g) < \delta\}\) as in van der Vaart and Wellner (1996, p. 350) for both \(P = P^a\) and \(P = P^b\), with \(\rho_P(f) \equiv \sqrt{\mathbb{E}(f - Pf)^2}\) the variance seminorm as on page 89 of van der Vaart and Wellner (1996). Then, conditional on almost all sequences of data, \(\tilde{G}_n^\Delta \Rightarrow G^\Delta\) in \(\ell^\infty(\mathcal{F})\). Further,
\[
\tilde{T}^{S\vee} \overset{d}{\rightarrow} T^{S\vee}, \quad \tilde{T}^{S\wedge} \overset{d}{\rightarrow} T^{S\wedge}, \quad |\tilde{T}|^{S\vee} \overset{d}{\rightarrow} |T|^{S\vee}.
\]

Consequently, the bootstrap critical values (quantiles) are consistent: letting subscript \(1 - \alpha\) denote the \((1 - \alpha)\)-quantile of a random variable,
\[
\tilde{T}_{1-\alpha}^{S\vee} \overset{p}{\rightarrow} T_{1-\alpha}^{S\vee}, \quad \tilde{T}_{1-\alpha}^{S\wedge} \overset{p}{\rightarrow} T_{1-\alpha}^{S\wedge}, \quad |\tilde{T}|_{1-\alpha}^{S\vee} \overset{p}{\rightarrow} |T|_{1-\alpha}^{S\vee}.
\]

*Proof.* For \(\tilde{G}_n^\Delta\), the result is from Theorem 3.6.13 of van der Vaart and Wellner (1996, p. 355), with the adjustment for \(c\) in (6) above instead of in the limiting process.

For the suprema, the results hold by the continuous mapping theorem.

For the critical values (quantiles), consistency follows because the limit distributions are all continuous.

Appendix B contains an example algorithm for computing bootstrap critical values.

### 3 Multiple testing

The results in Section 2 help justify a multiple testing procedure (MTP). The same notation continues: \(\mathcal{F}\) is a large set of utility functions, and for element \(f \in \mathcal{F}\), \(P^af \equiv \mathbb{E}[f(Y^a)]\) and \(P^bf \equiv \mathbb{E}[f(Y^b)]\), so an individual with utility \(f\) prefers \(Y^a\) if \(P^af - P^bf > 0\). Define
\[
H_{0f}: P^af - P^bf \leq 0, \quad H_{1f}: P^af - P^bf > 0, \quad \text{for each } f \in \mathcal{F}.
\]  

(9)

That is, given utility function \(f\), the null hypothesis \(H_{0f}\) is true if expected utility is higher for \(Y^b\) than \(Y^a\), and the null is false (and the alternative \(H_{1f}\) true) if expected utility is
higher for $Y^a$. Define the set of utility functions for which $Y^b$ is preferred (so the null is true) as
\[ \mathcal{F}_T \equiv \{ f : P^a f - P^b f \leq 0 \} = \{ f : H_{0f} \text{ is true} \}. \] (10)
As in Lehmann and Romano (2005, §9.1), the familywise error rate (FWER) is
\[ \text{FWER} \equiv P(\text{reject any } H_{0f} \text{ with } f \in \mathcal{F}_T), \] (11)
and strong control of FWER at level $\alpha$ means FWER $\leq \alpha$ given any $\mathcal{F}_T$ (as opposed to “weak control” for only $\mathcal{F}_T = \mathcal{F}$).

Section 3.1 describes a basic procedure for testing each $H_{0f}$ in (9) with strong control of FWER. Section 3.2 discusses how to apply refinements from the multiple testing literature.

### 3.1 Basic multiple testing procedure

Proposition 7 shows the strong FWER control of the MTP in Method 1.

**Method 1.** Reject $H_{0f}$ when $\hat{T}_f > \tilde{T}_{1-\alpha}$, with notation from (5) and Theorem 6 and critical value computed by Method 7.

**Proposition 7.** Given Proposition 9, Method 1 has strong control of FWER at level $\alpha$.

### 3.2 Power refinements

#### 3.2.1 Stepdown procedure

A stepdown procedure in the spirit of Holm (1979) (see also Lehmann and Romano, 2005, Ch. 9) can improve the basic MTP’s power while maintaining strong control of FWER. Although stepdown procedures are not uniformly better because in some cases FWER increases (but never above $\alpha$), they are often preferred.

Method 2 describes a stepdown procedure whose asymptotic strong control of FWER is given in Proposition 8. The general argument is the same as usual: if any initially-rejected $H_{0f}$ is true, then a familywise error is already committed, so further false rejections do not affect FWER; and if all initially-rejected $H_{0f}$ are false, then the critical value can be appropriately adjusted to reflect $\mathcal{F}_T$ being smaller than initially thought (because type I errors are only possible for $H_{0f}$ with $f \in \mathcal{F}_T$, and only the number of true $H_{0f}$ determines the necessary multiple testing adjustment).

**Method 2** (stepdown procedure). The stepdown MTP proceeds as follows.

1. Run Method 1: compute $\hat{T}_f$ as in (5) for all $f$, and reject all $H_{0f}$ for which $\hat{T}_f > \tilde{T}_{1-\alpha}$. Let $\hat{K}^{(0)} = \mathcal{F}$. Let iteration counter $i = 1$. 
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2. Let $K(i) = \{f : H_{0f} \text{ not yet rejected}\}$. If $K(i) = \emptyset$ or $K(i) = K^{(i-1)}$, then stop.

3. Using the same bootstrap draws from Step 1, use Method 7 with $S = K^{(i)}$ to compute bootstrap critical value $\tilde{T}_{1-\alpha}^{K^{(i)}}$.

4. Reject any additional $H_{0f}$ for which $\tilde{T}_f > \tilde{T}_{1-\alpha}^{K^{(i)}}$.

5. Increment $i$ by one and return to Step 2.

Proposition 8. Method 2 tests (9) with strong control of asymptotic FWER at level $\alpha$.

3.2.2 Other multiple testing refinements and approaches

Besides the stepdown procedure, a pre-test could be used. As usual, the objective is to identify $H_{0f}$ that are not close to binding and can be removed from consideration, which allows a smaller critical value and thus better power. Here, $H_{0f}$: $P^a f - P^b f \leq 0$, so removing $f$ where $P^a f - P^b f \ll 0$ can improve power; e.g., one could remove all $H_{0f}$ for which $f \notin \hat{D}_2$, where $\hat{D}_2$ is a confidence set from Proposition 3 but with confidence level $1 - \hat{\alpha}$ for small $\hat{\alpha}$. A pre-test could be further combined with the stepdown procedure in Method 2 starting with $\hat{K} = F \setminus \hat{D}_2$ in the first iteration.

Besides FWER, other error rates could be used. For example, $k$-FWER is the probability of at least $k$ familywise errors; the FWER used above implicitly has $k = 1$. The false discovery rate or other measures could also be used, as well as Bayesian approaches. However, only FWER-controlling MTPs can be inverted into confidence sets as in Section 4.

4 Confidence sets

An MTP from Section 3 can be inverted into a confidence set (CS). Define the subset $D$ of utility functions preferring $Y^a$ over $Y^b$ as

$$D \equiv \{f \in F : P^a f > P^b f\}. \quad (12)$$

Method 3 describes “inner” and “outer” CSs for $D$. Asymptotically, the inner CS $\hat{D}_1$ is contained inside $D$ with at least $1 - \alpha$ probability, whereas the outer CS $\hat{D}_2$ contains $D$ with at least $1 - \alpha$ probability. Mathematically,

$$\lim_{n \to \infty} P(\hat{D}_1 \subseteq D) \geq 1 - \alpha, \quad \lim_{n \to \infty} P(\hat{D}_2 \supseteq D) \geq 1 - \alpha. \quad (13)$$

\(^2\)Thanks to Tim Armstrong for pointing this out.
“Two-sided” CS pairs are described in terms of a uniform band (Section 5.1), satisfying
\[
\lim_{n \to \infty} P(\hat{D}_1 \subseteq D \subseteq \hat{D}_2) \geq 1 - \alpha.
\] (14)

Method 3. Inner CS: run an MTP of \(H_0: P^a f - P^b f \leq 0\) over \(f \in \mathcal{F}\) with strong control of FWER at level \(\alpha\) (like Methods 1 and 2); then, \(\hat{D}_1 = \{f \in \mathcal{F}: \text{MTP rejects } H_0\}\). Outer CS: run an MTP of \(H_0: P^a f - P^b f \geq 0\) and let \(\hat{D}_2 = \{f \in \mathcal{F}: \text{MTP does not reject } H_0\}\). Joint/two-sided CS pair: compute two-sided uniform confidence band \(\hat{b}_1(\cdot)\) and \(\hat{b}_2(\cdot)\) using Method 4, then let \(\hat{D}_1 = \{f \in \mathcal{F}: \hat{b}_1(f) > 0\}\) and \(\hat{D}_2 = \{f \in \mathcal{F}: \hat{b}_2(f) > 0\}\).

Proposition 9. Given (12) and Propositions 7 and 8, the inner and outer CSs in Method 3 satisfy (13). Given (12) and Proposition 10, the joint CS pair in Method 3 satisfies (14).

5 Other methods

Section 5.1 describes uniform (over utility functions) confidence bands for the expected utility difference. Section 5.2 describes hypothesis tests for utility restricted stochastic dominance, with either dominance or non-dominance as the null.

5.1 Uniform confidence bands

This section considers uniform (over \(f \in \mathcal{F}\)) confidence bands for the expected utility difference \(P^a f - P^b f\). Let \(\hat{b}_1: \mathcal{F} \mapsto \mathbb{R}\) and \(\hat{b}_2: \mathcal{F} \mapsto \mathbb{R}\) denote the lower and upper confidence band functions. The goal is uniform \(1 - \alpha\) asymptotic coverage:

\[
1 - \alpha = \lim_{n \to \infty} P\{\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f) \text{ for all } f \in \mathcal{F}\}.
\] (15)

Such bands contain the most information among all inference methods proposed in this paper, but they are also the most difficult to comprehend (and thus communicate). Methods 1, 3, and 5 can all be characterized as summaries of the uniform confidence band. Such summaries improve comprehension at the cost of information loss. At one extreme of the information–comprehension spectrum, the uniform band consists of a range of values for each \(f \in \mathcal{F}\); at the other extreme, the tests in Section 5.2 consist of only a binary decision (reject or not). The multiple testing procedure and confidence sets provide a balance, improving comprehension while retaining information across \(f \in \mathcal{F}\).

Method 4 constructs uniform bands whose asymptotic coverage is in Proposition 10.

Method 4 (uniform confidence bands). First, run Method 7, with the value of \(\alpha\) needed below and \(S = \mathcal{F}\). (As in Method 7, in practice usually \(S\) is replaced by a fine grid.) For a
symmetric two-sided uniform 1 − α confidence band,

\[ \hat{b}_1(f) = \left( P^a_n - P^b_n \right) f - |\hat{T}_{1-\alpha}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \quad \hat{b}_2(f) = \left( P^a_n - P^b_n \right) f + |\hat{T}_{1-\alpha}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \]

For a one-sided uniform 1 − α confidence band, either

\[ \hat{b}_1(f) = \left( P^a_n - P^b_n \right) f - |\hat{T}_{\alpha}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \quad \hat{b}_2(f) = \infty, \quad \text{or} \quad \hat{b}_2(f) = \left( P^a_n - P^b_n \right) f + |\hat{T}_{\alpha}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \]

For an “equal-tailed” two-sided band (that may be conservative),

\[ \hat{b}_1(f) = \left( P^a_n - P^b_n \right) f - |\hat{T}_{1-\alpha/2}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \quad \hat{b}_2(f) = \left( P^a_n - P^b_n \right) f - |\hat{T}_{\alpha/2}^{F\vee} \hat{\sigma}_f|/\sqrt{n_a}, \]

**Proposition 10.** Given Theorem 6, the bands in (16) and (17) in Method 4 have exact asymptotic uniform coverage probability (i.e., satisfy (15)), and the band in (18) has asymptotic uniform coverage probability of at least 1 − α.

5.2 Testing utility restricted dominance and non-dominance

Define pointwise t-statistics centered at zero (instead of at \( P^a f - P^b f \) as with \( \hat{T}_f \) in (5)),

\[ \hat{T}_f^0 = \sqrt{n_a} \left( P^a_n - P^b_n \right) f / \hat{\sigma}_f. \]

These are the t-statistics for testing \( H_{0f}: P^a f - P^b f = 0 \) (or \( \leq 0 \) or \( \geq 0 \)).

Section 5.2.1 considers testing the null hypothesis of utility restricted stochastic dominance, whereas Section 5.2.2 takes dominance as the alternative hypothesis (and thus non-dominance as the null). As noted by Davidson and Duclos (2013, pp. 88–89), strong and weak dominance cannot be distinguished statistically, so in this paper the choice of strict or weak inequality is made to optimize intuition or notational convenience.

5.2.1 Testing the null of utility restricted stochastic dominance

Define the null hypothesis of stochastic dominance restricted to \( \mathcal{F} \) (and the alternative of non-dominance) as

\[ H_0: Y^b SD \mathcal{F} Y^a \iff P^a f - P^b f \leq 0 \text{ for all } f \in \mathcal{F}, \]

\[ H_1: Y^b nonSD \mathcal{F} Y^a \iff P^a f - P^b f > 0 \text{ for some } f \in \mathcal{F}. \]

Method 6 describes a test whose asymptotic size control is given in Proposition 11.
Method 5 (test of SD$_F$). Compute $\hat{T}_f^0$ from (19) for each $f \in F$. In the notation of (7)
and (20), reject $H_0: Y^b \ SD_F Y^a$ in favor of $H_1: Y^b \ nonSD_F Y^a$ when $\sup_{f \in F} \hat{T}_f^0 > \tilde{T}_{1-\alpha}^{F\lor}$. Equivalently: construct a one-sided $1-\alpha$ uniform confidence function $\hat{b}_1(\cdot)$ as in Method 4
and reject when $\hat{b}_1(f) > 0$ for some $f \in F$.

Proposition 11. Given Corollary 5 and Theorem 6, Method 5 has asymptotic size $\alpha$.

5.2.2 Testing the null of non-dominance

Now define the null and alternative hypotheses as
\[
H_0: Y^a \ nonSD_F Y^b \iff P^a f - P^b f \leq 0 \text{ for some } f \in F, \\
H_1: P^a f - P^b f > 0 \text{ for all } f \in F. 
\] (21)

Testing (21) using the band in Method 4 is valid but conservative. If $\hat{b}_1(f) > 0$ for all $f \in F$, then nonSD$_F$ can be rejected at level $\alpha$ in favor of dominance. The band excludes the true $P^a f - P^b f$ with probability $\alpha$, so given $P^a f - P^b f < 0$ for some $f$, there is only $\alpha$ probability of rejecting, i.e., of a band with $\hat{b}_1 \geq 0$. The condition $\hat{b}_1(f) > 0$ for all $f \in F$ is equivalent to $\inf_{f \in F} (P^a_n - P^b_n) f - \hat{T}_{1-\alpha}^{F\lor} \sigma_f / \sqrt{n_a} > 0$, which is equivalent to $\inf_{f \in F} \sqrt{n_a} (P^a_n - P^b_n) f / \hat{T}_{1-\alpha}^{F\lor} \sigma_f > \tilde{T}_{1-\alpha}^{F\lor}$, or $\inf_{f \in F} \hat{T}_f^0 > \tilde{T}_{1-\alpha}^{F\lor}$.

Power can be improved by decreasing the critical value $\tilde{T}_{1-\alpha}^{F\lor}$ to the standard normal $z_{1-\alpha}$, while still controlling asymptotic size. The idea is similar to Theorem 2.2 (pages 853–854) of Kaur, Prakasa Rao, and Singh (1994) for testing second-order restricted non-dominance over a range of CDF evaluation points (instead of utility functions).

Method 6 describes the test, whose asymptotic size control is given in Proposition 12.

Method 6 (test of nonSD$_F$). Compute $\hat{T}_f^0$ from (19), for $f \in F$. In the notation of (21), reject $H_0: Y^a \ nonSD_F Y^b$ in favor of $H_1: Y^a \ SD_F Y^b$ when $\inf_{f \in F} \hat{T}_f^0 > z_{1-\alpha}$, where $z_{1-\alpha}$ is the $(1 - \alpha)$-quantile of the $N(0,1)$ distribution.

Proposition 12. Given Corollary 5, the asymptotic size of the test in Method 6 is $\alpha$.

6 Empirical

6.1 Setting and methods

The following empirical example illustrates the new methodology, specifically the inner confidence set (CS) in Method 3. Two earnings distributions are considered. The object of interest is the set of utility functions for which the first distribution has higher expected
utility, i.e., \( \mathcal{D} \) in (12). The inner CS reports a set of utility functions \( \hat{\mathcal{D}}_1 \) that are a subset of the true set with high probability, i.e., \( P(\hat{\mathcal{D}}_1 \subseteq \mathcal{D}) \geq 1 - \alpha + o(1) \) for confidence level \( 1 - \alpha \). That is, we can feel fairly confident that the first wage distribution is preferred for all utility functions in the inner CS. There are likely additional utility functions in \( \mathcal{D} \), but there is not enough data to distinguish these statistically. If \( \hat{\mathcal{D}}_1 \) is reasonably large, then there is evidence that most people would prefer the first distribution.

The universe \( \mathcal{F} \) contains shifted CRRA utility functions. Specifically,

\[
\mathcal{F} = \{ f_{\theta,s} : 0 \leq \theta \leq 3, 0 \leq s \leq 110 \}, \quad f_{\theta,s}(y) = \begin{cases} 
\ln(y - s) & \text{if } \theta = 1, \\
\frac{(y-s)^{1-\theta}-1}{1-\theta} & \text{if } \theta \neq 1.
\end{cases}
\tag{22}
\]

The shift \( y - s \) can be thought of as having subsistence level \( s \). The \( \theta \) is the usual risk aversion parameter.

For comparison, I also report an inner CS for the range of values on which the first distribution’s CDF lies below the second distribution’s CDF. This can also be interpreted as the range of poverty lines for which the first distribution has lower headcount poverty (Atkinson, 1987). To define such an inner CS formally, let \( F_a(\cdot) \) and \( F_b(\cdot) \) be the two CDFs, and let

\[
\mathcal{V} = \{ y : F_a(y) < F_b(y), y \in \mathbb{R} \}.
\]

That is, \( \mathcal{V} \) is the set of values on which there is CDF-based restricted first-order stochastic dominance in the sense of Atkinson (1987, Condition I, p. 751), parallel to how \( \mathcal{D} \) is the set of utility functions on which there is restricted stochastic dominance in the sense of this paper. Parallel to \( \hat{\mathcal{D}}_1 \), the inner CS \( \hat{\mathcal{V}}_1 \) should satisfy \( P(\hat{\mathcal{V}}_1 \subseteq \mathcal{V}) \geq 1 - \alpha + o(1) \) for confidence level \( 1 - \alpha \).

An inner CS with finite-sample coverage \( P(\hat{\mathcal{V}}_1 \subseteq \mathcal{V}) \geq 1 - \alpha \) is produced by Method 5 of Goldman and Kaplan (2018, p. 153). Although they frame the method in terms of multiple testing and strong control of FWER, it is equivalent to an inner CS for the same reasons given in Sections 3 and 4, most formally in the proof of Proposition 7. Explicitly, Theorem 9 of Goldman and Kaplan (2018, p. 155) establishes strong control of FWER for their multiple testing procedure (Method 5) of \( H_{0y} : F_a(y) \geq F_b(y) \) over \( y \in \mathbb{R} \). The corresponding inner CS is

\[
\hat{\mathcal{V}}_1 = \{ y : H_{0y} \text{ rejected} \}.
\]

The finite-sample coverage probability follows:

\[
P(\hat{\mathcal{V}}_1 \subseteq \mathcal{V}) = P(\text{only false } H_{0y} \text{ rejected}) = 1 - P(\text{falsely reject at least one true } H_{0y})
\underbrace{\leq}_{\alpha} \text{FWER} \geq 1 - \alpha.
\]
Code and data to replicate the following results are publicly available. The code is on my website and uses the `wage2` dataset in the `wooldridge` package in R (Shea, 2018), which comes from Wooldridge (2020), who in turn got it from Blackburn and Neumark (1992).

### 6.2 Results and interpretation

![Empirical CDF](image)

Figure 1: Empirical CDFs and Goldman and Kaplan (2018) rejected ranges of $y$.

Figure 1 shows the empirical CDF (ECDF) for urban monthly earnings and non-urban monthly earnings (in 1980 US dollars). The urban ECDF lies below the non-urban ECDF at most points. However, it does not lie below at all points: although difficult to see visually, the two lowest earnings observations are for urban individuals, and the urban ECDF briefly jumps above the non-urban ECDF after $350. Overall, the intuitive impression is that the urban earnings distribution is better, but with some uncertainty in the tails, especially the lower tail that matters more when risk aversion is high.

Figure 1 also shows the results using the CDF-based method of Goldman and Kaplan (2018). The shaded regions indicate $\hat{V}_1$: the values $y$ for which $H_0: F_{\text{urban}}(y) \geq F_{\text{non-urban}}(y)$ is rejected, controlling the FWER at 5%. This provides statistical evidence in favor of CDF-based restricted stochastic dominance (of urban over non-urban earnings) over a wide range of values, but excluding the tails where there is too much uncertainty. This evidence is stronger than failing to reject a null hypothesis of stochastic dominance, which could happen simply from low power.

[3] https://faculty.missouri.edu/kaplandm
Figure 2: Inner CS $\hat{D}_1$ in terms of $(\theta, s)$. Figure 2 shows the inner CS using this paper’s new methodology. The darker shading shows the values of $(\theta, s)$ corresponding to utility functions $f_{\theta,s} \in \hat{D}_1$, the inner CS. As in Section 6.1, $s$ can be interpreted as a subsistence level of earnings (in 1980 USD/mo) and $\theta$ as the usual risk aversion parameter. Broadly speaking, the messages of Figure 2 and Figure 1 are similar: the urban distribution is generally better, but there is still some uncertainty. However, the details and interpretation differ. Whereas Figure 1 assesses the degree of statistical uncertainty across values of earnings, Figure 2 assesses uncertainty across utility functions. At a 95% confidence level, most utility functions in the grid correspond to larger expected utility for the urban distribution. However, there are some for which the uncertainty is greater. Specifically, given the data, it is more difficult to support the superiority of the urban distribution when the subsistence level $s$ is higher and the risk aversion parameter $\theta$ is higher, as quantified in Figure 2.

The utility perspective of Figure 2 complements the CDF perspective of Figure 1. As in Atkinson (1987), the CDF perspective can be interpreted as which distribution is preferred in terms of headcount poverty, given different possible poverty lines. The utility perspective shows which distribution is preferred in terms of expected utility, given different possible utility functions. Although headcount poverty is important, expected utility is arguably a more common way to quantify preferences over distributions. Further, results like in Figure 2 can be combined with results in the literature estimating the risk aversion parameter or other utility function properties, to see if the utility functions in the inner CS seem to cover a large segment of the population or not. This helps social welfare analysis benefit from results in


7 Simulation

The uniform confidence band and confidence sets are examined in the following simulation. Replication code in R [R Core Team 2020] is on my website. Along with other details, the numbers of simulation and bootstrap replications are in the table notes.

In the data-generating process, both $Y^a$ and $Y^b$ are log-normal with respective parameters $(\mu_a, \sigma_a)$ and $(\mu_b, \sigma_b)$. The value of $(\mu_b, \sigma_b)$ varies as shown in the table, whereas $(\mu_a, \sigma_a) = (0, 1)$ in every case. Sampling is iid, with sample sizes $n_a$ (for $Y^a$) and $n_b$ (for $Y^b$) shown in the table.

I consider utility functions

$$\mathcal{F} = \{f_\theta : 0 \leq \theta \leq 3\}, \quad f_\theta(y) = \begin{cases} \ln(y + 0.1) & \text{if } \theta = 1, \\ \frac{(y+0.1)^{1-\theta} - 1}{1-\theta} & \text{if } \theta \neq 1. \end{cases}$$

(23)

This is equivalent to shifting $Y^a$ and $Y^b$ up by 0.1 and using the usual constant relative risk aversion (CRRA) utility function. Without the small shift, $\lim_{y \downarrow 0} f_\theta(y) = -\infty$ for $\theta \geq 1$, which naturally causes problems in finite samples. The small shift makes the envelope function of $\mathcal{F}$ bounded. For computation, the grid $\theta = 0.0, 0.1, \ldots, 3.0$ is used.

The following coverage probability (CP) results are reported. The nominal confidence level is $1 - \alpha = 0.9$. For each simulated dataset, the exchangeable bootstrap uniform confidence band for $\Delta(f) \equiv P^a f - P^b f$ (over $f \in \mathcal{F}$) is computed, using Method 4. The reported CP is the proportion of simulation replications (datasets) in which the band contained $P^a f - P^b f$ for all $f \in \mathcal{F}$, i.e., in which $\hat{b}_1(f) \leq \Delta(f) \leq \hat{b}_2(f)$ for all $f \in \mathcal{F}$. From this band, the (joint) inner confidence set $\hat{D}_1$ and outer confidence set $\hat{D}_2$ are computed, using Method 3. The column “both sets” shows the proportion of replications in which $\hat{D}_1 \subseteq D \subseteq \hat{D}_2$, which should be at least as big as the nominal $1 - \alpha$ (recall the $\geq$ in Proposition 9). For additional detail, this is further split into simulated CP of $\hat{D}_1 \subseteq D$ and of $D \subseteq \hat{D}_2$; note that the sum of these two simulated probabilities always equals one plus the “both sets” simulated probability.

Table 1 shows the confidence band’s CP performing reasonably across DGPs. For the smallest sample size, CP ranges from 0.855 to 0.938, depending on the parameters. For the DGP with the lowest CP, increasing the sample size leads to CP near the nominal level: increasing from $n_a = n_b = 40$ to 100 to 250, CP changes from 0.855 to 0.908 to 0.893. The

[https://faculty.missouri.edu/kaplandm]
same pattern is true for the DGP with the next-lowest CP, which increases from 0.861 to 0.887 to 0.892.

Table 1 also shows that the CS coverage probabilities are conservative, as expected (per the $\geq$ in Proposition 9). They are always at least 0.95 (even though $1 - \alpha = 0.9$), sometimes 1.000 (up to simulation error). The CSs are all valid, but there is room for improvement in future work, like constructing $\hat{\mathcal{D}}_1$ by inverting the stepdown MTP in Method 2.

8 Conclusion

This new framework for inference on stochastic dominance opens areas for future research. For example, although the modification to bootstrap computation is straightforward, extending the theory to non-iid sampling would be valuable, especially for the complex sampling designs often used for income, wealth, and consumption surveys. Also valuable would be extensions to increase the flexibility of a class of utility functions while retaining computational feasibility and economic interpretation, whether inspired by economic theory or convenient basis functions or both. There may be ways to increase the power of the proposed hypothesis tests, for example by the bootstrap approach of Davidson and Duclos (2013) for testing non-dominance.

The approach can also extend to comparisons beyond restricted stochastic dominance. Future work could consider inequality measures indexed by utility functions or other parameters, such as $\epsilon$ in the Atkinson (1970) inequality index or $\alpha$ in the Cowell and Flachaire (2017) eqn. (22) and §4.3) inequality index for ordinal variables. Another possible extension is stochastic monotonicity restricted to a set of utility functions, i.e., testing if $\mathbb{E}[f(Y) \mid X = x]$ is monotonically increasing in $x$ for all utility functions $f \in \mathcal{F}$.
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Table 1: Simulated coverage probability.

<table>
<thead>
<tr>
<th>$n_a$</th>
<th>$n_b$</th>
<th>$\sigma_b$</th>
<th>$\mu_b$</th>
<th>${\theta : f_\theta \in \mathcal{D}}$</th>
<th>Probability of $\hat{b}_1 \leq \Delta \leq \hat{b}_2$</th>
<th>$\mathcal{D}_1 \subseteq \mathcal{D} \subseteq \mathcal{D}_2$</th>
<th>$\mathcal{D}_1 \subseteq \mathcal{D}$</th>
<th>$\mathcal{D} \subseteq \mathcal{D}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.873</td>
<td>0.960</td>
<td>0.968</td>
<td>0.992</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.865</td>
<td>0.972</td>
<td>0.990</td>
<td>0.982</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.855</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.920</td>
<td>0.999</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>0.0</td>
<td>$[ ]$</td>
<td>0.938</td>
<td>0.972</td>
<td>0.972</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.922</td>
<td>0.995</td>
<td>0.995</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.896</td>
<td>0.965</td>
<td>0.967</td>
<td>0.998</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.883</td>
<td>0.976</td>
<td>0.988</td>
<td>0.988</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.861</td>
<td>0.962</td>
<td>0.994</td>
<td>0.968</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.907</td>
<td>0.968</td>
<td>0.975</td>
<td>0.993</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.897</td>
<td>0.977</td>
<td>0.993</td>
<td>0.984</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.908</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.934</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>0.0</td>
<td>$[ ]$</td>
<td>0.929</td>
<td>0.965</td>
<td>0.965</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.922</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.901</td>
<td>0.974</td>
<td>0.979</td>
<td>0.995</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.900</td>
<td>0.983</td>
<td>0.987</td>
<td>0.996</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.887</td>
<td>0.964</td>
<td>0.992</td>
<td>0.972</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.920</td>
<td>0.978</td>
<td>0.983</td>
<td>0.995</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.912</td>
<td>0.981</td>
<td>0.995</td>
<td>0.986</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.893</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.920</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>0.0</td>
<td>$[ ]$</td>
<td>0.937</td>
<td>0.968</td>
<td>0.968</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>0.3</td>
<td>$[ ]$</td>
<td>0.942</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.927</td>
<td>0.976</td>
<td>0.978</td>
<td>0.998</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.902</td>
<td>0.979</td>
<td>0.988</td>
<td>0.991</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.892</td>
<td>0.974</td>
<td>0.994</td>
<td>0.980</td>
</tr>
</tbody>
</table>

Nominal level $1 - \alpha = 0.9$ for band and “two-sided” confidence set; $\mu_a = 0$, $\sigma_a = 1$, 1000 simulation replications, 199 bootstrap draws, $\theta = 0, 0.1, \ldots, 3$, $f(y) = [(y + 0.1)^{1-\theta} - 1]/(1-\theta)$. In the header, $\Delta = P^a - P^b$, and $\hat{b}_1 \leq \Delta \leq \hat{b}_2$ means $\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f)$ for all $f \in \mathcal{F}$.


**A Proofs**

**A.1 Proof of Lemma 2**

*Proof.* First, the VC dimension is shown to be one by showing the subgraphs are ordered by inclusion. This is most readily apparent by graphing⁹ but formally shown by the fact that

---

⁹For example, [https://www.wolframalpha.com/input/?i=plot+%28x%5E%281-0%29-1%29%2F%281-0%29%2C+%28x%5E%281-0.5%29-1%29%2F%281-0.5%29%2C+%28x%5E%281-2%29-1%29%2F%281-2%29%2C+](https://www.wolframalpha.com/input/?i=plot+%28x%5E%281-0%29-1%29%2F%281-0%29%2C+%28x%5E%281-0.5%29-1%29%2F%281-0.5%29%2C+%28x%5E%281-2%29-1%29%2F%281-2%29%2C+).
\( f_\theta(x) \) is (weakly) decreasing in \( \theta \) for any \( x \). Taking the derivative with respect to \( \theta \),

\[
\frac{\partial}{\partial \theta} \frac{x^{1-\theta} - 1}{1-\theta} = \frac{(1-\theta) \frac{\partial}{\partial \theta} (x^{1-\theta} - 1) - (x^{1-\theta} - 1)(-1)}{(1-\theta)^2} = \frac{(\theta - 1)x^{1-\theta}\ln(x) - 1 + x^{1-\theta}}{(1-\theta)^2}.
\]

(24)

The numerator is now shown to be weakly negative (because the denominator is positive). If \( x = 1 \), then the numerator in (24) equals \( (\theta - 1)1^{1-\theta}\ln(1) - 1 + 1^{1-\theta} = 0 \) for any \( \theta \). Further, the derivative with respect to \( x \) of the numerator in (24) is negative for \( x > 1 \) and positive for \( x < 1 \):

\[
\frac{\partial}{\partial x} [(\theta - 1)x^{1-\theta}\ln(x) - 1 + x^{1-\theta}] = (\theta - 1)[(1-\theta)x^{-\theta}\ln(x) + x^{1-\theta}(1/x)] + (1-\theta)x^{-\theta}
\]

\[
= - (\theta - 1)^2 x^{-\theta}\ln(x) + (\theta - 1) x^{-\theta} + (1-\theta)x^{-\theta}
\]

\[
= [-(\theta - 1)^2 \ln(x) + (\theta - 1) + (1-\theta)]x^{-\theta}
\]

has the same sign as \(-\ln(x)\), which is strictly positive for \( 0 < x < 1 \) and strictly negative for \( x > 1 \). Thus, the zero value of (24) at \( x = 1 \) is the global maximum for any \( \theta \), so (24) is non-positive. That is, \( f_\theta(x) \) is decreasing in \( \theta \) for any \( x \).

Since the subgraphs are ordered by inclusion (because \( f_a \leq f_b \) for any \( a \leq b \)), the VC dimension is one (VC index is two); e.g., see the proof of Lemma 2.6.16 in van der Vaart and Wellner (1996).

If additionally the envelope function is square integrable, then this implies \( \mathcal{F} \) is \( P \)-Donsker by Theorems 2.5.2 and 2.6.7 in van der Vaart and Wellner (1996).

A.2 Proof of Proposition 7


\[
\text{FWER} = P(\text{reject any } H_0 \text{ with } f \in F_T) = P(\sup_{f \in F_T} T_f > \hat{T}_{1-\alpha}^{F_\nu}) \leq P(\sup_{f \in F} \hat{T}_f > \hat{T}_{1-\alpha}^{F_\nu}) \rightarrow \alpha.
\]
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A.3 Proof of Proposition 8

Proof. First, consider the infeasible oracle critical value from Step 3 when the true set of
true hypotheses $\hat{K}^{(i)} = F_T$ is used, i.e., the critical value $\tilde{T}_{1-\alpha}^{F_T \lor}$. Hypothetically, if this oracle
critical value were used, then

$$
\lim_{n \to \infty} P(\sup_{f \in F_T} \hat{T}_f > \tilde{T}_{1-\alpha}^{F_T \lor}) = \alpha,
$$

(25)

because $\tilde{T}_{F_T \lor} \overset{d}{=} T_{F_T \lor}$ by Corollary 5 and $\tilde{T}_{1-\alpha} \overset{p}{=} T_{1-\alpha}^{F_T \lor}$, and the distribution of $T_{F_T \lor}$ is
continuous.

Second, the argument follows from a monotonicity property similar to (15.37) in Lehmann
and Romano (2005). Specifically, $F = \hat{K}^{(0)} \supset \hat{K}^{(1)} \supset \cdots$ because additional $H_{0f}$ can be
rejected in every iteration, but once rejected they can never be un-rejected. Combined with
using the same bootstrap draws in every iteration, this implies the critical values are also
monotonic over iterations: $\tilde{T}_{1-\alpha}^{\hat{K}^{(0)} \lor} > \tilde{T}_{1-\alpha}^{\hat{K}^{(1)} \lor} > \cdots$.

Consider a dataset in which $\sup_{f \in F_T} \hat{T}_f \leq \tilde{T}_{1-\alpha}^{F_T \lor}$.

(26)

That is, given the oracle critical value $\tilde{T}_{1-\alpha}^{F_T \lor}$ based on the true $F_T$, none of the true $H_{0f}$ is
rejected (i.e., no familywise error is committed). By (25), the probability of such a dataset
converges to $1 - \alpha$.

By induction, the stepdown procedure never commits a familywise error in such datasets.
Equivalently, it is shown that $\hat{K}^{(i)} \supseteq F_T$ for all iterations $i$ in such datasets, which implies
$\tilde{T}_{1-\alpha}^{\hat{K}^{(i)} \lor} \geq \tilde{T}_{1-\alpha}^{F_T \lor}$. In the first iteration of the stepdown procedure, $\hat{K}^{(0)} = F \supseteq F_T$, so the
critical value satisfies $\tilde{T}_{1-\alpha}^{\hat{K}^{(0)} \lor} \geq \tilde{T}_{1-\alpha}^{F_T \lor}$. Next, it is shown that $\hat{K}^{(i)} \supseteq F_T \implies \hat{K}^{(i+1)} \supseteq F_T$.
Specifically, in iteration $i$, if $\hat{K}^{(i)} \supseteq F_T$, then $\tilde{T}_{1-\alpha}^{\hat{K}^{(i)} \lor} \geq \tilde{T}_{1-\alpha}^{F_T \lor}$, so none of the true $H_{0f}$ are
rejected:

$$
\sup_{f \in F_T} \hat{T}_f \leq \tilde{T}_{1-\alpha}^{F_T \lor} \leq \tilde{T}_{1-\alpha}^{\hat{K}^{(i)} \lor}.
$$

Since no true $H_{0f}$ are rejected, $\hat{K}^{(i+1)} \supseteq F_T$, too. Thus,

$$
\text{FWER} = P(\text{reject any true } H_{0f}) \leq P(\sup_{f \in F_T} \hat{T}_f > \tilde{T}_{1-\alpha}^{F_T \lor}) \to \alpha.
$$

$\square$
A.4 Proof of Proposition 9

Proof. For the inner and outer CS, asymptotic coverage follows from FWER control. For \( \hat{D}_1 \), with \( H_{0f} \): \( P^a f - P^b f \leq 0 \),

\[
P(\hat{D}_1 \subseteq D) = P(f \in \hat{D}_1 \text{ only if } f \in D) \\
= P(\text{MTP rejects } H_{0f} \text{ only if } P^a f - P^b f > 0) \\
\geq 1 - \alpha + o(1).
\]

For \( \hat{D}_2 \), with \( H_{0f} \): \( P^a f - P^b f \geq 0 \),

\[
P(\hat{D}_2 \supseteq D) = P(f \in \hat{D}_2 \text{ when } f \in D) \\
= P(\text{MTP does not reject any } H_{0f} \text{ when } P^a f - P^b f > 0) \\
\geq 1 - \alpha + o(1).
\]

For the joint CS, coverage follows from the uniform confidence band’s coverage:

\[
P(\hat{D}_1 \subseteq D \subseteq \hat{D}_2) = P(\hat{b}_1(f) \leq 0 \text{ whenever } P^a f - P^b f \leq 0, \text{ and} \\
\hat{b}_2(f) > 0 \text{ whenever } P^a f - P^b f > 0) \\
\geq P(\hat{b}_1(f) \leq P^a f - P^b f \text{ whenever } P^a f - P^b f \leq 0, \text{ and} \\
\hat{b}_2(f) > P^a f - P^b f \text{ whenever } P^a f - P^b f > 0) \\
\geq 1 - \alpha + o(1).
\]

A.5 Proof of Proposition 10

Proof. For the symmetric band,

\[
P\{\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f) \text{ for all } f \in \mathcal{F}\}
\]
because $|\tilde{T}|_{1-\alpha}^{\mathcal{F}^\nu} \overset{d}{\to} |T|_{1-\alpha}^{\mathcal{F}^\nu}$ by Corollary 5 and $|\tilde{T}|_{1-\alpha}^{\mathcal{F}^\nu} \overset{p}{\to} |T|_{1-\alpha}^{\mathcal{F}^\nu}$ by Theorem 6, and because $|T|_{1-\alpha}^{\mathcal{F}^\nu}$ has a continuous distribution.

For the one-sided band with $\hat{b}_1$,

$$P(\hat{b}_1(f) \leq P^a f - P^b f \text{ for all } f \in \mathcal{F})$$

$$= P\left(\left(\sqrt{n_a} - \sqrt{n^b_a}\right) f - \tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \hat{\sigma}_f / \sqrt{n_a} - (P^a f - P^b f) \leq 0 \text{ for all } f \in \mathcal{F}\right)$$

$$= P\left((\sqrt{n_a} - \sqrt{n^b_a}) f - (P^a f - P^b f) \leq \tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \hat{\sigma}_f / \sqrt{n_a} \text{ for all } f \in \mathcal{F}\right)$$

$$= P\left(\sup_{f \in \mathcal{F}} |\tilde{T}_f| \leq \tilde{T}^{\mathcal{F}^\nu}_{1-\alpha}\right)$$

$$\to 1 - \alpha$$

because $\tilde{T}^{\mathcal{F}^\nu} \overset{d}{\to} T^{\mathcal{F}^\nu}$ by Corollary 5 and $\tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \overset{p}{\to} T^{\mathcal{F}^\nu}_{1-\alpha}$ by Theorem 6, and because $T^{\mathcal{F}^\nu}$ has a continuous distribution.

For the one-sided band with $\hat{b}_2$,

$$P(\hat{b}_2(f) \geq P^a f - P^b f \text{ for all } f \in \mathcal{F})$$

$$= P\left(\left(\sqrt{n_a} - \sqrt{n^b_a}\right) f - \tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \hat{\sigma}_f / \sqrt{n_a} - (P^a f - P^b f) \geq 0 \text{ for all } f \in \mathcal{F}\right)$$

$$= P\left((\sqrt{n_a} - \sqrt{n^b_a}) f - (P^a f - P^b f) \geq \tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \hat{\sigma}_f / \sqrt{n_a} \text{ for all } f \in \mathcal{F}\right)$$

$$= 1 - P(\hat{b}_2(f) \geq P^a f - P^b f \text{ for all } f \in \mathcal{F})$$

$$\to 1 - \alpha$$

because $\tilde{T}^{\mathcal{F}^\nu} \overset{d}{\to} T^{\mathcal{F}^\nu}$ by Corollary 5 and $\tilde{T}^{\mathcal{F}^\nu}_{1-\alpha} \overset{p}{\to} T^{\mathcal{F}^\nu}_{1-\alpha}$ by Theorem 6, and because $T^{\mathcal{F}^\nu}$ has a continuous distribution.
\[
\hat{T}_f = \sqrt{n_a[(P^a_n - P^b_n) - (P^a - P^b)]f/\hat{\sigma}_f} \geq \tilde{T}_f^{\wedge} \text{ from (5)}
\]

\[
\hat{T}_f^{\wedge} = \sqrt{n_a[(P^a_n - P^b_n) - (P^a - P^b)]f/\hat{\sigma}_f} \geq \tilde{T}_f^{\wedge} \text{ from (6)}
\]

\[
P(\inf_{f \in F} \hat{T}_f \geq \tilde{T}_f^{\wedge}) \rightarrow 1 - \alpha
\]

because \(\hat{T}_f^{\wedge} \xrightarrow{d} T_f^{\wedge}\) by Corollary 5 and \(\tilde{T}_1^{\wedge} \overset{p}{\rightarrow} T_1^{\wedge}\) by Theorem 6, and because \(T_f^{\wedge}\) has a continuous distribution.

For the “equal-tailed” band,

\[
P(\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f) \text{ for all } f \in F)
= 1 - P(\hat{b}_1(f) > P^a f - P^b f \text{ for some } f, \text{ or } \hat{b}_2(f) < P^a f - P^b f \text{ for some } f)
\geq 1 - P(\hat{b}_1(f) > P^a f - P^b f \text{ for some } f) - P(\hat{b}_2(f) < P^a f - P^b f \text{ for some } f)
\rightarrow 1 - \alpha/2 - \alpha/2 = 1 - \alpha,
\]

essentially a Bonferroni adjustment argument. 

\[\square\]

A.6 Proof of Proposition 11

Proof. Under \(H_0\), \((P^a - P^b)f \leq 0\) for all \(f \in F\), so

\[
\hat{T}_0 = \frac{\sqrt{n_a}(P^a_n - P^b_n)f}{\hat{\sigma}_f} = \frac{\hat{T}_f}{\sqrt{n_a[(P^a_n - P^b_n) - (P^a - P^b)]f/\hat{\sigma}_f}} + \frac{\sqrt{n_a(P^a_n - P^b_n)f/\hat{\sigma}_f}}{\hat{T}_f} \leq \hat{T}_f.
\]

Thus, using notation from (4), (5), and (7) along with \(\hat{T}_f^{\vee} \xrightarrow{d} T_f^{\vee}\) (Corollary 5) and \(\hat{T}_1^{\wedge} \overset{p}{\rightarrow} T_1^{\wedge}\) (Theorem 6), and the fact that \(T_f^{\vee}\) has a continuous distribution,

\[
\lim_{n \to \infty} P(\sup_{f \in F} \hat{T}_0 < \hat{T}_1^{\wedge}) = \lim_{n \to \infty} P(\sup_{f \in F} \hat{T}_f > \hat{T}_1^{\wedge})
\]

\[
\overset{\approx}{\sim} T_f^{\vee} \overset{p}{\rightarrow} T_1^{\wedge}
\]

\[
= \lim_{n \to \infty} P(\hat{T}_f^{\vee} > \hat{T}_1^{\wedge})
= P(T_f^{\vee} > T_1^{\wedge}) = \alpha.
\]

The version using \(\hat{b}_1\) is equivalent because \(\hat{b}_1(f) > 0\) for some \(f \in F\) if and only if \(\sup_{f \in F}(P^a_n - P^b_n)f - \hat{T}_1^{\wedge}\hat{\sigma}_f/\sqrt{n_a} > 0\), which in turn is equivalent to \(\sup_{f \in F} \sqrt{n_a}(P^a_n - P^b_n)f - \hat{T}_1^{\wedge}\hat{\sigma}_f/\sqrt{n_a} > 0\).
\[ P_n^b f / \hat{\sigma}_f > \hat{T}_{1-\alpha}^\infty \] and thus \( \sup_{f \in F} \hat{T}_f^0 > \hat{T}_{1-\alpha}^\infty. \)

### A.7 Proof of Proposition 12

**Proof.** Let \( H_0 \) hold, so \( P^a g - P^b g \leq 0 \) for at least one \( g \in F \). Since \( \{g\} \subset F \), \( \inf_{f \in F} \hat{T}_f^0 \leq \hat{T}_g^0 \).

Since \( P^a g - P^b g \leq 0 \),

\[
\hat{T}_g^0 = \sqrt{n_a (P_a^g - P_b^g)} \frac{\hat{\sigma}_g}{\sigma_g} = \sqrt{n_a [(P_a^g - P_b^g)] \sigma_g^{-2}} + \sqrt{n_a (P_a^g - P_b^g)} \sigma_g^{-2} \leq \hat{T}_g \sim N(0, 1). \]

Thus,

\[
\lim_{n \to \infty} P(\inf_{f \in F} \hat{T}_f^0 > z_{1-\alpha}) \leq \lim_{n \to \infty} P(\hat{T}_g^0 > z_{1-\alpha}) \leq \lim_{n \to \infty} P(\hat{T}_g > z_{1-\alpha}) = \alpha. \]

### B Computing bootstrap critical values

Method 7 is an example algorithm to compute the bootstrap critical values from Theorem 6. Parts are similar to Algorithm 3 of Chernozhukov, Fernández-Val, and Melly (2013, p. 2222). An example implementation in R (R Core Team, 2020) is in the simulation code on my website.

**Method 7** (bootstrap critical values). Take as given \( \alpha \in (0, 1), S \subseteq F, n_a, n_b, c \) (from A4), and the number of bootstrap replications \( R \). Note \( c = 1 \) for empirical bootstrap, Bayesian bootstrap, and wild bootstrap with weights of unit variance. In practice, usually \( S \) must be replaced by a finite grid, which may be arbitrarily fine (restricted only by computation time and patience).

1. Draw weights \((\bar{W}_1^a, \ldots, \bar{W}_{n_a}^a)\). Compute \( \hat{P}_n f = \sum_{i=1}^{n_a} Y_i^a \bar{W}_i^a \) for all \( f \in S \), as well as \( \bar{W}_i^a = \sum_{i=1}^{n_a} \bar{W}_i^a \).

2. Independently draw \((\bar{W}_1^b, \ldots, \bar{W}_{n_b}^b)\). Compute \( \hat{P}_n f = \sum_{i=1}^{n_b} Y_i^b \bar{W}_i^b \) for all \( f \in S \), as well as \( \bar{W}_i^b = \sum_{i=1}^{n_b} \bar{W}_i^b \).

3. Following [6], compute \( \hat{G}_n^\Delta f = \sqrt{n_a [(\hat{P}_n^a - \hat{P}_n^b) - (\bar{W}_i^a \hat{P}_n^a - \bar{W}_i^b \hat{P}_n^b)] f/c \) for all \( f \in S \).

4. Repeat Steps 1–3 \( R \) times, generating \( (\hat{G}_n^\Delta f)^{(r)} \) in bootstrap replications \( r = 1, \ldots, R \).

5. For all \( f \in S \), compute \( \hat{\sigma}_f \) following [8] with quantiles from \( (\hat{G}_n^\Delta f)^{(1)}, \ldots, (\hat{G}_n^\Delta f)^{(R)} \).

6. For all \( f \in S \) and \( r = 1, \ldots, R \), compute \( \hat{T}_f^{(r)} = (\hat{G}_n^\Delta f)^{(r)}/\hat{\sigma}_f \) as in [7].
7. Following [7], for each \( r = 1, \ldots, R \), compute

\[
\tilde{T}_{S^\vee}(r) = \sup_{f \in S} \tilde{T}_f(r), \quad \tilde{T}_{S^\wedge}(r) = \inf_{f \in S} \tilde{T}_f(r), \quad |\tilde{T}|_{S^\vee}(r) = \sup_{f \in S} |\tilde{T}_f(r)|.
\]

8. Let \( \tilde{T}_{1-\alpha} \) be the sample \((1-\alpha)\)-quantile of \((\tilde{T}_{S^\vee}(1), \ldots, \tilde{T}_{S^\vee}(R))\), \( \tilde{T}_{1-\alpha} \) the sample \((1-\alpha)\)-quantile of \((\tilde{T}_{S^\wedge}(1), \ldots, \tilde{T}_{S^\wedge}(R))\), and \( |\tilde{T}|_{1-\alpha} \) the sample \((1-\alpha)\)-quantile of \((|\tilde{T}_{S^\vee}(1)|, \ldots, |\tilde{T}_{S^\vee}(R)|)\).