FREDHOLM PROPERTIES OF EVOLUTION SEMIGROUPS

YURI LATUSHKIN AND YURI TOMILOV

Abstract. We show that the Fredholm spectrum of an evolution semigroup \{E^t\}_{t \geq 0} is equal to its spectrum, and prove that the ranges of the operator \(E^t - I\) and the generator \(G\) of the evolution semigroup are closed simultaneously. The evolution semigroup is acting on spaces of functions with values in a Banach space, and is induced by an evolution family that could be the propagator for a well-posed linear differential equation \(u'(t) = A(t)u(t)\) with, generally, unbounded operators \(A(t)\); in this case \(G\) is the closure of the operator \(G\) given by \((Gu)(t) = -u'(t) + A(t)u(t)\).

1. Introduction and main results

An evolution family (propagator) associated with a well posed nonautonomous linear differential equation \(u'(t) = A(t)u(t)\) on a Banach space \(X\) with (generally, unbounded) operator coefficients generates three important operators acting on spaces of \(X\)-valued functions: a differential operator, \(G\), a functional operator, \(E^t\), and a difference operator, \(D_\tau\). The objective of the current paper is to study Fredholm and other fine spectral properties of these operators as they are related to the dynamical properties of the evolution family such as its exponential dichotomy. Let \(\{U(t,\tau)\}\), \(t, \tau \in \mathbb{R}\), denote a strongly continuous exponentially bounded evolution family on the Banach space \(X\), let \(\{E^t\}_{t \geq 0}\) denote the corresponding evolution semigroup, defined on the spaces \(\mathcal{E}(\mathbb{R}) = L_p(\mathbb{R}; X)\), \(1 \leq p < \infty\), or \(\mathcal{E}(\mathbb{R}) = C_0(\mathbb{R}; X)\), the space of continuous functions vanishing at \(\pm \infty\), by the rule

\[
(E^t u)(\tau) = U(\tau, \tau - t) u(\tau - t), \quad \tau \in \mathbb{R}, \quad t \geq 0,
\]
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and let $G$ denote the evolution semigroup generator. If \( \{U(t, \tau)\}_{t \geq \tau} \) is the propagator for the nonautonomous differential equation then $G$ is the closure of the operator $G = -d/dt + A(t)$ when the domain of the latter is the intersection of the domains of the operators of differentiation and multiplication by $A(\cdot)$.

The spectrum, $\sigma(\cdot)$, of the operators $E^t$ and $G$ and the Fredholm properties of $G$ and their relations to the asymptotic behavior of the evolution family are fairly well understood; see [9], [13, Ch. VI.9], [29], a newer survey [28], and a recent paper [16] and the bibliographies therein. In particular, as it is well known, unlike many strongly continuous semigroups, the evolution semigroups enjoy the spectral mapping property $\sigma(E^t)\setminus\{0\} = \exp t\sigma(G)$, $t \geq 0$; see the above-cited references. In this paper we continue our work in [16], where the Fredholm properties of $G$ have been related to the exponential dichotomy of the evolution family (see Theorem 2.4 below), and study the Fredholm spectrum, $\sigma_{\text{fred}}(\cdot)$, of the operator $E^t$.

To put the work in [16] and in the current paper in a broader context, we remark first that for many classes of partial differential equations the operators $G$ and $G$ coincide; see, e.g., [28]. An understanding of spectral properties of the operator $G$ and the corresponding semigroup is important for several reasons. The study of Fredholm properties of $G$ is crucial, for example, in the stability theory of traveling waves where $G$ appears as a linearization of certain parabolic PDE’s [27]. Also, an asymptotically hyperbolic case when the limits $A(\pm \infty) := \lim_{t \to \pm \infty} A(t)$ exist in an appropriate sense, and $\sigma(A_\pm) \cap i\mathbb{R} = \emptyset$, is of special interest in infinite dimensional Morse theory [1], [2], where the operator $G$ appears after linearization of a vector field on a manifold along an orbit connecting two hyperbolic critical points, and where understanding its Fredholm properties is an important issue. Finally, results relating the Fredholm index of $G$ and the spectral flow of the operator path $\{A(t)\}_{t = -\infty}^\infty$ provide a set-up for generalizations of the Atiyah-Patody-Singer theory; see [2], [12], [25], [26].

An attempt to obtain a spectral mapping property for the Fredholm spectrum of the evolution semigroup has led to our first main result.

**Theorem 1.1.** For the evolution semigroup (1.1) on $\mathcal{E}(\mathbb{R})$ we have

$$\sigma_{\text{fred}}(E^t) \setminus \{0\} = \sigma(E^t) \setminus \{0\}, \quad t \geq 0.$$ 

Thus, a more refined property than Fredholm should be of interest for the evolution semigroups, and in this paper we study conditions when the ranges of $E^t - I$ and $G$ are closed. For this, we involve a family of difference operators, $D_\tau$, acting on the respective sequence spaces $\mathcal{E}(\mathbb{Z}) = \ell_p(\mathbb{Z}; X)$, $1 \leq p < \infty$, or $\mathcal{E}(\mathbb{Z}) = c_0(\mathbb{Z}; X)$, the space of sequences vanishing at $\pm \infty$, by

$$D_\tau : (x_n)_{n \in \mathbb{Z}} \mapsto (x_n - U(n + \tau, n + \tau - 1)x_{n-1})_{n \in \mathbb{Z}}, \quad \tau \in [0, 1).$$

(1.2)
The interplay between the three operators, the functional operator $E^t$, the differential operators $G$ or $G$, and the difference operators $D_\tau$, has been studied by many authors; see, e.g., [3], [4], [6], [9], [14], [16]. In particular, many results relating their spectral properties such as invertibility, correctness (uniform boundedness from below), Fredholm property, etc., are available and can be found in these references. Our second principal result settles the more delicate issue of the closedness of their ranges. For its formulation, recall the definition of the Kato lower bound,

$$\gamma(T) := \inf_{x \in \text{dom}(T), Tx \neq 0} \frac{\|Tx\|}{\text{dist}(x, \text{Ker} T)},$$

and note that $\gamma(T) > 0$ if and only if the range $\text{Im} T$ is closed [15, Sec. IV.5.1].

**Theorem 1.2.** For the operators $E^1$ and $G$ on $\mathcal{E}(\mathbb{R})$ and the operators $D_\tau$ on $\mathcal{E}(\mathbb{Z})$ the following assertions are equivalent:

(i) $\gamma(E^1 - I) > 0$;

(ii) $\gamma(G) > 0$;

(iii) $\inf_{\tau \in [0,1)} \gamma(D_\tau) > 0$.

In addition, we obtain results similar to Theorems 1.1 and 1.2 for evolution semigroups acting on spaces of periodic $X$-valued functions and on spaces of $X$-valued functions on the half-line; in the latter case we relate Fredholm properties of the corresponding operators to exponential dichotomy of the evolution family on the half-line.

The paper is organized as follows. In Section 2 we introduce notations and recall some known facts about evolution semigroups. The Spectral Mapping Theorem 1.1 for the Fredholm spectrum for evolution semigroups on the line is proved in Section 3, which also contains Theorem 3.1, a rather general result on Fredholm properties of first order autonomous differential operators. Our second main result, Theorem 1.2, is proved in Section 4. In Section 5 we develop a Fredholm theory for evolution semigroups and their generators on spaces of functions on the half-line, and connect it to the exponential dichotomy on the half-line. Finally, in Section 6 we give assertions similar to Theorems 1.1 and 1.2 for evolution semigroups on spaces of periodic functions.

2. Notation and preliminaries

**Notation.** $\mathbb{R}_+ = [0, \infty)$, $\mathbb{R}_- = (-\infty, 0)$, $\mathbb{Z}_{\pm} = \mathbb{Z} \cap \mathbb{R}_{\pm}$; $X$ is a Banach space; $X^*$ is the adjoint space; $\mathcal{L}(X)$ is the set of bounded operators on $X$; $A^*$, dom $A$, Ker $A$ and Im $A$ are the adjoint, domain, kernel and range of an operator $A$; $\sigma(A)$ and $\sigma_{\text{Fred}}(A) = \{\lambda \in \mathbb{C} : \lambda - A \text{ is not Fredholm}\}$ denote the spectrum and the Fredholm spectrum of $A$, and $R(\lambda, A)$ is the resolvent of $A$. The function space $\mathcal{E}(\mathbb{R})$ is one of the spaces $L_p(\mathbb{R}; X)$, $1 \leq p < \infty$, or $C_0(\mathbb{R}; X)$; the sequence space $\mathcal{E}(\mathbb{Z})$ is one of the spaces $\ell_p(\mathbb{Z}; X)$ or $c_0(\mathbb{Z}; X)$. 
Similarly, $\mathcal{E}(\mathbb{R}^+)$, resp. $\mathcal{E}_0(\mathbb{R}^+)$, stands for one of the spaces $L_p(\mathbb{R}^+; X)$, $1 \leq p < \infty$, or $C_0(\mathbb{R}^+; X)$, resp. $C_0(\mathbb{R}^+; X)$, the space of continuous $X$-valued functions on $\mathbb{R}^+$ vanishing at zero and at infinity; the sequence space $\mathcal{E}(\mathbb{Z}^+)$ is one of the spaces $l_p(\mathbb{Z}^+; X)$ or $c_0(\mathbb{Z}^+; X)$. Finally, $\mathcal{E}([0, 2\pi])$ is one of the spaces $L_p([0, 2\pi]; X)$ or $C_{\text{per}}([0, 2\pi]; X)$, the space of continuous $X$-valued $2\pi$-periodic functions on $[0, 2\pi]$. We use boldface to denote sequences, e.g., $x = (x_n)_{n \in \mathbb{Z}}, x_n \in X$. If $A(\cdot)$ is an operator-valued function, then $M_A, (MAu)(t) = A(t)u(t)$, denotes the operator of multiplication on a function space $\mathcal{E}$ with the maximal domain $\text{dom} M_A = \{u \in \mathcal{E} : u(t) \in \text{dom} A(t) \text{ a.e.}, A(\cdot)u(\cdot) \in \mathcal{E}\}$.

**Evolution semigroups.** Let $J$ denote one of the intervals $\mathbb{R}^+, \mathbb{R}^-, \text{ or } \mathbb{R}$. A family $\{U(t, \tau)\}_{t \geq \tau}, t, \tau \in J$, of bounded linear operators on $X$ is called a strongly continuous exponentially bounded evolution family on $J$ if it satisfies:

1. For each $x \in X$ the map $(t, \tau) \mapsto U(t, \tau)x$ is continuous for all $t \geq \tau$ in $J$.
2. $\sup \{\|e^{-\omega(t-\tau)}U(t, \tau)\| : t, \tau \in J, t \geq \tau\} < \infty$ for some $\omega \in \mathbb{R}$.
3. $U(t, t) = I$, $U(t, \tau) = U(t, s)U(s, \tau)$ for all $t \geq s \geq \tau$ in $J$.

Throughout, all evolution families are assumed to be strongly continuous and exponentially bounded.

First, consider the evolution semigroup $\{E^t\}_{t \geq 0}$ defined on $\mathcal{E}(\mathbb{R})$ in (1.1). The generator $G$ of the evolution semigroup can be described as follows (see [20], [9, Proposition 4.32], [9, Lemma 3.16]).

**Proposition 2.1.** Let $u, f \in \mathcal{E}(\mathbb{R})$. Then $u \in \text{dom} G$ and $Gu = f$ if and only if $u \in \mathcal{E}(\mathbb{R}) \cap C_0(\mathbb{R}; X)$ and, for all $t \geq \tau$ in $\mathbb{R}$,

$$u(t) = U(t, \tau)u(\tau) - \int_\tau^t U(t, s)f(s)ds.$$

If $\{U(t, \tau)\}_{t \geq \tau}$ solves the abstract Cauchy problem

$$\dot{x}(t) = A(t)x(t), \quad x(\tau) = x_\tau, \quad x_\tau \in \text{dom} A(\tau), \quad t \geq \tau,$$

in the sense of [9, Definition 3.2], then by [9, Theorem 3.12] and [28], $G$ is a closed extension of the operator $G$, $(Gu)(t) = -u'(t) + A(t)u(t)$, which is defined in $\mathcal{E}(\mathbb{R})$ with the domain $\text{dom}(d/dt) \cap \text{dom}(MA)$. If, for example, $A(\cdot) \in C_0(\mathbb{R}; L(X))$, then $G = G$. For more general situations when $G = G$ see [28] and the references therein, and, in addition, recent work in [24], [25] that includes, e.g., the case of Fredholm elliptic differential operators on compact manifolds.
Next, consider an evolution semigroup, $\{E^t_+\}_{t \geq 0}$, on $E_0(\mathbb{R}_+)$ defined\footnote{Recall that if $E_0(\mathbb{R}_+) = C_{00}(\mathbb{R}_+; X)$ then $u(0) = u(+\infty) = 0.$} as

\begin{equation}
(E^t_+ u)(\tau) = \begin{cases} U(\tau, \tau - t)u(\tau - t), & \tau \geq t, \\ 0, & 0 \leq \tau < t, \end{cases}
\end{equation}

and let $G^+_0$ denote its generator. Extending functions from $E_0(\mathbb{R}_+)$ by zero on $\mathbb{R}_-$, we may identify $E_0(\mathbb{R}_+)$ with a subspace of $E(\mathbb{R})$. The semigroup \ref{eq:generator} leaves this subspace invariant, and $E^t_+$ is the restriction of $E^t$ on this subspace. Arguing as in [13, p. 60], we conclude that $G^+_0$ is the restriction of $G$ on this subspace. Similarly to Proposition 2.1, $G^+_0$ can be described as follows (see [20, Lemma 1.1] and [21], and note that Lemma 3.16 in [9] also holds for the half-line case).

**Proposition 2.2.** Let $u, f \in E_0(\mathbb{R}_+)$. Then $u \in \text{dom} G^+_0$ and $G^+_0 u = f$ if and only if $u \in E_0(\mathbb{R}_+) \cap C_{00}(\mathbb{R}_+; X)$ and, for all $t \geq 0$,

\begin{equation}
(u(t) = -\int_0^t U(t, s)f(s)ds.
\end{equation}

Note that \ref{eq:prop2.2} implies \ref{eq:generator} for all $t \geq \tau$ in $\mathbb{R}_+$. If $\{U(t, \tau)\}_{t \geq \tau \geq 0}$ is the propagator of a differential equation $u' = A(t)u(t)$ on $\mathbb{R}_+$, then \ref{eq:prop2.2} corresponds to the inhomogeneous equation $u' = A(t)u(t) + f(t)$ with the boundary condition $u(0) = 0$. We will also consider the following operator, $\mathcal{G}^+$, on $E(\mathbb{R}_+)$ (see [4], [20], [21]).

**Definition 2.3.** Let $u, f \in E(\mathbb{R}_+)$. Then $u \in \text{dom} \mathcal{G}^+$ and $\mathcal{G}^+ u = f$ if and only if $u \in E(\mathbb{R}_+) \cap C_0(\mathbb{R}_+; X)$ and \ref{eq:generator} holds for all $t \geq \tau$ in $\mathbb{R}_+$.

By [20, Lemma 1.1] and [21, Lemma 1.1], the operator $\mathcal{G}^+$ is well-defined and closed on $E(\mathbb{R}_+)$; also, $\text{dom} \mathcal{G}^+ = \{u \in \text{dom} \mathcal{G}^+ : u(0) = 0\}$ and $\mathcal{G}^+ u = \mathcal{G}^+ u$ for $u \in \text{dom} \mathcal{G}^+$. In addition, $\mathcal{G}^+$ on $E(\mathbb{R}_+) = C_0(\mathbb{R}_+; X)$ is related to the generator of the following evolution semigroup; see [20, Lemma 1.1(b)]:

\begin{equation}
(E^t_+ u)(\tau) = \begin{cases} U(\tau, \tau - t)u(\tau - t), & \tau \geq t, \\ U(\tau, 0)u(0), & 0 \leq \tau < t. \end{cases}
\end{equation}

Finally, note that

\begin{equation}
\text{Ker} \mathcal{G}^+ = \{u \in E(\mathbb{R}_+) : u(t) = U(t, \tau)u(\tau) \text{ for all } t \geq \tau \geq 0\},
\end{equation}

\begin{equation}
\text{Ker} \mathcal{G}^+_0 = \{0\},
\end{equation}

and define the subspace $X_0 \subseteq X$ of stable initial data by

\begin{equation}
X_0 = \{x = u(0) : u \in \text{Ker} \mathcal{G}^+\}.
\end{equation}
**Dichotomy.** Recall that the evolution family \( \{U(t, \tau)\}_{t \geq \tau} \) is said to have an *exponential dichotomy* \( \{P_t\}_{t \in J} \) on \( J \) with dichotomy constants \( M \geq 1 \) and \( \alpha > 0 \) (see [11], [13], [14], [18]) if \( P_t, \ t \in J \), are bounded projections on \( X \), and for all \( t \geq \tau \) in \( J \) the following assertions hold:

(i) \( U(t, \tau)P_\tau = P_\tau U(t, \tau) \).

(ii) The restriction \( U(t, \tau)|_{\text{Ker} P_\tau} \) of the operator \( U(t, \tau) \) is an invertible operator from \( \text{Ker} P_\tau \) to \( \text{Ker} P_t \).

(iii) The following stable and unstable dichotomy estimates hold:

\[
\|U(t, \tau)|_{\text{Im} P_\tau}\| \leq M e^{-\alpha(t-\tau)} \quad \text{and} \quad \|(U(t, \tau)|_{\text{Ker} P_\tau})^{-1}\| \leq M e^{-\alpha(t-\tau)}.
\]

Also, recall that a pair of subspaces \((W, V)\) in \( X \) is called a *Fredholm pair* provided \( \alpha(W, V) := \dim(W \cap V) < \infty \), the subspace \( W + V \) is closed, and \( \beta(W, V) := \text{codim}(W + V) < \infty \); the *Fredholm index* of the pair is defined as \( \text{ind}(W, V) = \alpha(W, V) - \beta(W, V) \); see, e.g. [15, Sec. IV.4.1].

The Fredholm property of the operator \( G \) is related to the exponential dichotomies of \( \{U(t, \tau)\}_{t \geq \tau} \) on \( \mathbb{R}_+ \) and \( \mathbb{R}_- \). The following particular case of a result from [16] is a generalization of the celebrated Dichotomy Theorem: cf. [5], [6], [22], [23], [27], [30].

**Theorem 2.4 ([16, Theorem 1.2]).** If the Banach space \( X \) is reflexive and the family \( \{U(t, \tau)\}_{t, \tau \in \mathbb{R}} \) consists of invertible operators, then the operator \( G \) is Fredholm on \( \mathcal{E}(\mathbb{R}) \) if and only if the following conditions hold:

(i) The evolution family \( \{U(t, \tau)\}_{t, \tau \in \mathbb{R}} \) admits exponential dichotomies \( \{P_0^-\}_{t \leq 0} \) and \( \{P_0^+\}_{t \geq 0} \) on \( \mathbb{R}_- \) and \( \mathbb{R}_+ \), respectively.

(ii) The pair of subspaces \( (\text{Ker} P_0^-, \text{Im} P_0^+) \) is Fredholm in \( X \).

Also, \( \dim \text{Ker} G = \alpha(\text{Ker} P_0^-, \text{Im} P_0^+) \), \( \text{codim} \text{Im} G = \beta(\text{Ker} P_0^-, \text{Im} P_0^+) \), and \( \text{ind} G = \text{ind}(\text{Ker} P_0^-, \text{Im} P_0^+) \).

**Theorem 2.5 ([16, Theorem 1.4]).** The range \( \text{Im} G \) of the operator \( G \) is closed in \( \mathcal{E}(\mathbb{R}) \) if and only if the range \( \text{Im} D_0 \) of the operator \( D_0 \) defined in (1.2) is closed in \( \mathcal{E}(\mathbb{Z}) \). Also, \( \dim \text{Ker} G = \dim \text{Ker} D_0 \) and \( \text{codim} \text{Im} G = \text{codim} \text{Im} D_0 \). In particular, \( G \) is Fredholm if and only if \( D_0 \) is Fredholm, and \( \text{ind} G = \text{ind} D_0 \).

Let \( W_\tau(t, s) = U(t + \tau, s + \tau), t \geq s, \tau \in [0, 1) \), and define on \( \mathcal{E}(\mathbb{R}) \) the shift group, \( \{S(t)\}_{t \in \mathbb{R}} \), by

\[
S(t)u(s) = u(s - t), \quad s, t \in \mathbb{R}.
\]

If \( E_{W_\tau}^t \) and \( E_U^t \) denote the evolution semigroups on \( \mathcal{E}(\mathbb{R}) \) induced by the evolution families \( \{W_\tau(t, s)\} \) and \( \{U(t, s)\} \), then \( S(\tau)E_{W_\tau}^t, S(-\tau) = E_U^t \), and \( S(\tau)G_{W_\tau}, S(-\tau) = G_U \). Thus, Theorem 2.5 holds if the operator \( D_0 \) is replaced by any operator \( D_\tau, \tau \in (0, 1) \).
The spectral properties of the operators $G^+$ and $G_t^+$ are related to the dichotomy of $\{U(t, \tau)\}_{t \geq \tau \geq 0}$ on $\mathbb{R}_+$. The following result from [20] and [21] has a long prehistory going back to classical characterizations of the dichotomy in terms of the operator $G^+ = -d/dt + MA$ for $A(\cdot) \in C_b(\mathbb{R}_+; \mathcal{L}(X))$; see [11] and the references therein.

**Theorem 2.6** ([20, Theorem 4.3], [21, Theorem 3.1]). The evolution family $\{U(t, s)\}_{t \geq s \geq 0}$ has an exponential dichotomy $\{P_t\}_{t \geq 0}$ on $\mathbb{R}_+$ if and only if the operator $G^+$ is surjective on $\mathcal{E}(\mathbb{R}_+)$ and the subspace $X_0$ defined in (2.6) is complemented in $X$.

**Sun-duals.** Given a strongly continuous semigroup $\{e^{tA}\}_{t \geq 0}$ on $X$, the adjoint semigroup $\{(e^{tA})^*\}_{t \geq 0}$ on the Banach space $X^*$ is, in general, not a strongly continuous semigroup. The subspace

$$X^\circ := \{x^* \in X^*: \|e^{tA^*}x - x^*\| \to 0 \text{ as } t \downarrow 0\}$$

is a closed linear subspace of $X^*$ and $(e^{tA^*})^*(X^\circ) \subseteq X^\circ$ for all $t \geq 0$. The restrictions $e^{tA^\circ}$ of $(e^{tA^*})^*$ to $X^\circ$ define a strongly continuous semigroup in $X^\circ$; moreover, $X^\circ$ is equal to the norm closure of $\text{dom}(A^*)$ in $X^*$, so that $X^\circ = \overline{R(\lambda, A)^*(X^*)}$ for all $\lambda \in \mathbb{C} \setminus \sigma(A)$.

**Remark 2.7.** The definition of $X^\circ$ implies that $\text{Ker}(I - e^{tA^*}) \subset X^\circ$ and $\text{Ker}(I - e^{tA^*}) = \text{Ker}(I - e^{tA^\circ})$ for every $t \geq 0$, and that $\text{Ker}(A^* - \mu) \subset X^\circ$ and $\text{Ker}(A^* - \mu) = \text{Ker}(A^\circ - \mu)$ for any $\mu \in \mathbb{C}$; see, e.g. [10, Ch. II.2].

3. **Fredholm property implies invertibility**

**Proof of Theorem 1.1.** It suffices to prove that the operator $E_1^t - I$ is invertible provided it is Fredholm. First, we claim that $\text{Ker} G \neq \{0\}$ implies $\dim \text{Ker}(E_1^t - I) = \infty$. To prove the claim, for each $k \in \mathbb{Z}$ define a bounded operator $M = M_k$ on $\mathcal{E}(\mathbb{R})$ by $(Mu)(\tau) = e^{2\pi ik\tau}u(\tau)$, $\tau \in \mathbb{R}$. Then $ME^t = e^{2\pi ikt}E^tM$ for all $t \geq 0$ and $M(G - 2\pi ik) = GM$. Therefore,

$$\text{Ker}(G - 2\pi ik) = M^{-1}\text{Ker} G. \quad (3.1)$$

Fix a nonzero $u \in \text{Ker} G$ and let $u_k = M_k^{-1}u$, $k \in \mathbb{Z}$. Then $u_k \in \text{Ker}(G - 2\pi ik)$ is a nonzero eigenfunction for $G$ that corresponds to its eigenvalue $2\pi ik$. The functions in the family $\{u_k : k \in \mathbb{Z}\}$ are linearly independent since nonzero eigenfunctions corresponding to different eigenvalues of a linear operator are linearly independent. Since

$$\text{Ker}(E_1^t - I) = \overline{\text{im}\{\text{Ker}(G - 2\pi ik) : k \in \mathbb{Z}\}} \quad (3.2)$$

by [13, p. 278], we have $u_k \in \text{Ker}(E_1^t - I)$ and thus $\dim \text{Ker}(E_1^t - I) = \infty$, proving the claim. Next, if $\text{Ker}(E_1^t - I) \neq \{0\}$, then $\text{Ker} G \neq \{0\}$ by (3.2) and (3.1). Thus $\text{Ker}(E_1^t - I) \neq \{0\}$ implies $\dim \text{Ker}(E_1^t - I) = \infty$ by the claim above. Finally, let $\{(E_1^t)^\circ\}_{t \geq 0}$ be the sun-dual semigroup for $\{E_1^t\}_{t \geq 0}$. Since
\[(M^{-1})^*(E^1)^*M^* = e^{-2\pi i k} (E^1)^*,\] we note that \(M^*((\mathcal{E}(\mathbb{R}))^\ominus) \subset (\mathcal{E}(\mathbb{R}))^\ominus,\) and moreover \(M^*(G^\ominus - 2\pi ik)(M^{-1})^* = G^\ominus.\) Using Remark 2.7 for \(A = G,\) and arguing as above, we infer that the assumption \(\text{Ker}(E^1 - I)^* \neq \{0\}\) leads to \(\dim \text{Ker}(E^1 - I)^* = \infty.\)

We conclude this section with a general result related to Theorem 1.1 regarding constant coefficient first order differential operators on \(\mathcal{E}(\mathbb{R}).\) Let \(A\) be a closed linear operator on \(X\) with a dense domain. Consider the operator of differentiation \(Du = -u'\) on \(\mathcal{E}(\mathbb{R})\) with the maximal domain. Let \(\mathcal{D} = \text{dom } D \cap \text{dom } M_A,\) consider the sum \(D + M_A\) with \(\text{dom } (D + M_A) = \mathcal{D}\) and consider an operator, \(\mathcal{G}_A,\) which is a closed extension of \(D + M_A\) such that \(\mathcal{D}\) is a core for \(\mathcal{G}_A\) (i.e., \(\mathcal{G}_A\) is the closure of \(\mathcal{G}_A|_D\)). Remark that \(\text{dom } D,\) \(\text{dom } M_A\) and \(\mathcal{D}\) are invariant for the isometric shift group \(\{S(t)\}_{t \in \mathbb{R}}\) defined in (2.8). An example of the operator \(\mathcal{G}_A\) is furnished by \(\mathcal{G}_A = G\) with \(G\) induced by \(U(t, \tau) = e^{(t - \tau)A},\) where \(A\) is the generator of a strongly continuous semigroup.

**Theorem 3.1.** The operator \(\mathcal{G}_A\) is Fredholm on \(\mathcal{E}(\mathbb{R})\) if and only \(\mathcal{G}_A\) is invertible on \(\mathcal{E}(\mathbb{R}).\)

**Proof.** First, we claim that the domain and the range of \(\mathcal{G}_A\) are shift-invariant. Indeed, suppose \(u \in \text{dom } \mathcal{G}_A.\) Since \(\mathcal{D}\) is a core for \(\mathcal{G}_A,\) there exists \(\{u_n : n \geq 0\} \subset \mathcal{D}\) such that \(\|u_n - u\|_E \to 0\) and \(\|\mathcal{G}_Au_n - \mathcal{G}_Au\|_E \to 0\) as \(n \to \infty.\) Since the core \(\mathcal{D}\) is shift-invariant, for every \(t \in \mathbb{R}\) we have \(\|S(t)u_n - S(t)u\|_E \to 0\) and \(\|\mathcal{G}_AS(t)u_n - S(t)\mathcal{G}_Au\|_E \to 0\) as \(n \to \infty.\) Since the operator \(\mathcal{G}_A\) is closed, it follows that \(S(t)u \in \text{dom } \mathcal{G}_A\) and \(S(t)\mathcal{G}_Au = \mathcal{G}_AS(t)u,\) proving the claim. Moreover, (3.3)

\[S(t)(\text{Im } \mathcal{G}_A) = \text{Im } \mathcal{G}_A, \quad t \in \mathbb{R}.\]

Next, suppose that \(\mathcal{G}_A\) is Fredholm on \(\mathcal{E}(\mathbb{R}),\) and assume that \(\dim \text{Ker } \mathcal{G}_A > 0.\) For any \(u \in \text{Ker } \mathcal{G}_A\) we have \(S(t)u \in \text{Ker } \mathcal{G}_A, \quad t \in \mathbb{R}.\) Hence the operator group \(\{S(t)\}_{t \in \mathbb{R}}\) is well-defined on the Banach space \(\mathcal{X} := (\text{Ker } \mathcal{G}_A, \|\cdot\|_E)\) and is isometric there. Since \(\text{Ker } \mathcal{G}_A\) is finite-dimensional, \(S(t) = e^{itB}, t \in \mathbb{R},\) for some \(B \in \mathcal{L}(\mathcal{X}).\) Since \(\{S(t)\}_{t \in \mathbb{R}}\) is isometric, \(\sigma(B)\) belongs to \(i\mathbb{R}\) and consists of eigenvalues of \(B.\) So, there exists a \(\xi \in \mathbb{R}\) and a nonzero \(u_0 \in \text{Ker } \mathcal{G}_A\) such that \(S(t)u_0 = e^{it \xi}u_0.\) Hence, for every \(t \in \mathbb{R}\) we have \(u_0(s + t) = e^{it \xi}u_0(s)\) for a.e. \(s \in \mathbb{R}.\) In particular, \(u_0(s + 2\pi / \xi) = u_0(s)\) for a.e. \(s \in \mathbb{R}.\) But then \(u_0\) does not belong to \(\mathcal{E}(\mathbb{R}),\) a contradiction. Thus, \(\text{Ker } \mathcal{G}_A = \{0\}.\) Finally, consider the quotient space \(Y := \mathcal{E}(\mathbb{R})/\text{Im } \mathcal{G}_A\) and assume that \(\dim Y > 0.\) Since \(\text{Im } \mathcal{G}_A\) is \(S(t)-\)invariant, the quotient group \(\{\hat{S}(t)\}_{t \in \mathbb{R}}\) is well-defined on \(Y,\) and, if \(f \in \hat{f},\) the equivalence class in \(Y,\) then

\[\|\hat{S}(t)f\|_Y = \inf_{g \in \text{Im } \mathcal{G}_A} \|S(t)f + g\|_E = \inf_{g \in \text{Im } \mathcal{G}_A} \|f + g\|_E = \|\hat{f}\|_Y,\]
so that \( \{ \hat{S}(t) \}_{t \in \mathbb{R}} \) is isometric on the finite dimensional space \( Y \). Since \( \dim Y < \infty \), there exists a finite dimensional subspace \( N \) of \( \mathcal{E} (\mathbb{R}) \) isomorphic to \( Y \) such that \( \text{Im} \, \mathcal{G}_A \oplus N = \mathcal{E} (\mathbb{R}) \). Using the isomorphic image of \( \{ \hat{S}(t) \}_{t \in \mathbb{R}} \) on \( N \), as above, we infer that there exists a nonzero \( \mathcal{G}_\infty \) such that \( f ((s + 2 \pi / \xi) = f (s) \) for some \( \xi \in \mathbb{R} \) and a.e. \( s \). This leads to a contradiction again. Thus, \( Y = \{ 0 \} \), and \( \mathcal{G}_A \) must be invertible.

\[ \square \]

A particular case of Theorem 3.1 for concrete classes of pseudo-differential operators has been proved by M. Shubin in [31, Theorem 11.1].

4. Ranges of the generators of evolution semigroups

In this section we prove our main result, Theorem 1.2, saying that the ranges of the operators \( D_\tau, \mathcal{G} \) and \( E^1 - I \) are closed simultaneously. We mention related work in [3]–[5] dealing with correctness (uniform boundedness from below) and invertibility of these operators. Note that the implication (ii) \( \Rightarrow \) (i) in Theorem 1.2, asserting that the range of the operator \( F (\mathcal{G}) = e^\mathcal{G} - I \) is closed provided the range of \( \mathcal{G} \) is closed, is a consequence of the special structure of the evolution semigroup. Generally, the assertion “range of \( T \) is closed implies range of \( F (T) \) is closed” fails even for bounded operators \( T \) and the function \( F (T) = T^n, n \in \mathbb{N} \). Indeed, by a result in [8, p. 124], for every sequence \( \{ n_k \} \subset \mathbb{N} \setminus \{ 1 \} \) there is a \( T \in \mathcal{L}(X) \) with closed range so that the ranges of \( T^{n_k} \) are not closed. On the other hand, if \( T \in \mathcal{L}(X) \) and \( e^T - I \) has closed range, then \( T \) has closed range; see [19].

Lemma 4.1. For the operators \( D_\tau, \tau \in [0,1) \), defined in (1.2),

(i) If \( (z_n)_{n \in \mathbb{Z}} \in \text{Ker} \, D_\tau \) then \( (U(n, n + \tau - 1) z_{n-1})_{n \in \mathbb{Z}} \in \text{Ker} \, D_0 \).

(ii) If \( (z_n)_{n \in \mathbb{Z}} \in \text{Ker} \, D_0 \) then \( (U(\tau + n, n) z_n)_{n \in \mathbb{Z}} \in \text{Ker} \, D_\tau \).

Proof. (i) For any \( \tau \in [0,1) \),

\[
\text{Ker} D_\tau = \{(x_n)_{n \in \mathbb{Z}} : x_n = U(n, n + \tau) x_m \text{ for all } n \geq m \in \mathbb{Z}\}.
\]

If \( (z_n)_{n \in \mathbb{Z}} \in \text{Ker} \, D_\tau \), then \( z_n = U(n, n + \tau - 1) z_{n-1} = U(n + \tau, n) U(n, n + \tau - 1) z_{n-1} \). If \( x_n = U(n, n + \tau - 1) z_{n-1} \), then

\[
U(n, n - 1) x_{n-1} = U(n, n - 1) U(n - 1, n + \tau - 2) z_{n-2} = U(n, n + \tau - 2) z_{n-2} = U(n, n + \tau - 1) U(n + \tau - 1, n + \tau - 2) z_{n-2} = U(n, n + \tau - 1) z_{n-1} = x_n, \quad n \in \mathbb{Z}.
\]

(ii) If \( (z_n)_{n \in \mathbb{Z}} \in \text{Ker} \, D_0 \) then \( z_n = U(n, n - 1) z_{n-1} \) and

\[
D_\tau (U(\tau + n, n) z_n)_{n \in \mathbb{Z}} = (U(\tau + n, n) z_n - U(\tau + n, n - 1) z_{n-1})_{n \in \mathbb{Z}} = (U(\tau + n, n) z_n - U(\tau + n, n) U(n, n - 1) z_{n-1})_{n \in \mathbb{Z}} = 0.
\]

\[ \square \]
Fix a smooth function $\alpha : [0, 1] \to [0, 1]$ such that $\alpha(\tau) = 0$ for $\tau \in [0, \frac{1}{3}]$ and $\alpha(\tau) = 1$ for $\tau \in [\frac{2}{3}, 1]$; cf. [9, p. 39]. For a sequence $x = (x_n)_{n \in \mathbb{Z}}$ define a function, $Bx$, so that if $t \in [n, n + 1]$, $n \in \mathbb{Z}$, then

$$
(4.2) \quad (Bx)(t) = U(t, n)[\alpha(t - n)x_n + (1 - \alpha(t - n))U(n, n - 1)x_{n-1}].
$$

Recall that the evolution family $\{U(t, \tau)\}_{t \geq \tau}$ is exponentially bounded; thus $C := \sup\{\|U(t, \tau)\| : 0 \leq t - \tau \leq 1\} < \infty$. We will use the following estimates valid for any $t \in [n, n + 1]$, $n \in \mathbb{Z}$, and $x \in X$:

$$
(4.3) \quad \|U(n + 1, n)x\| = \|U(n + 1, t)U(t, n)x\| \leq C\|U(t, n)x\|, \\
\|U(t, n)x\| \leq C\|x\|.
$$

**Lemma 4.2.**

(i) $B : \mathcal{E}(\mathbb{Z}) \to \mathcal{E}(\mathbb{R})$ is a bounded linear operator; 
(ii) $B : \text{Ker} \, D_0 \to \text{Ker} \, G$ is an isomorphism; 
(iii) $(E^1 - I)B = -BD_0$.

**Proof.** Since $(Bx)(n) = U(n, n - 1)x_{n-1}$, $n \in \mathbb{Z}$, the function $Bx$ is continuous. Assertion (i) follows from (4.3). Assertion (iii) follows from a direct calculation. To prove (ii), recall from Proposition 2.1 that $u \in \text{Ker} \, G$ if and only if $u \in L_p(\mathbb{R}; X) \cap C_0(\mathbb{R}; X)$ (resp., $u \in C_0(\mathbb{R}; X)$), and $u(t) = U(t, \tau)u(\tau)$ for all $t \geq \tau$ in $\mathbb{R}$. Also, $x \in \text{Ker} \, D_0$ if and only if $x_n = U(n, n - 1)x_{n-1}$, $n \in \mathbb{Z}$. If $x \in \text{Ker} \, D_0$ then $(Bx)(t) = U(t, n)x_n$ for $t \in [n, n + 1]$, $n \in \mathbb{Z}$, and thus $Bx \in \text{Ker} \, G$ (see also (iii) in the lemma). If $x \in \text{Ker} \, D_0$ and $Bx = 0$ then $x = 0$. Thus, $B : \text{Ker} \, D_0 \to \text{Ker} \, G$ is an injection. To see that it is a surjection, take $u \in \text{Ker} \, G$ and let $x = (u(n))_{n \in \mathbb{Z}}$. Then $(Bx)(t) = U(t, n)u(n) = u(t)$. It remains to check that $x \in \ell_p(\mathbb{Z}; X)$. This follows from (4.3):

$$
\|x\|_{\ell_p}^p = \|(u(n))_{n \in \mathbb{Z}}\|_{\ell_p}^p = \sum_{n \in \mathbb{Z}} \int_n^{n+1} \|U(n + 1, t)U(t, n)u(n)\|^pdt \\
\leq C^p \sum_{n \in \mathbb{Z}} \int_n^{n+1} \|U(t, n)u(n)\|^pdt \\
= C^p \sum_{n \in \mathbb{Z}} \int_n^{n+1} \|u(t)\|^pdt = C^p\|u\|_{L_p}^p. \quad \Box
$$

**Proof of Theorem 1.2.** We give the proof for $L_p$-spaces; the case of $C_0(\mathbb{R}; X)$ is similar.

(i) $\Rightarrow$ (ii) Using Lemma 4.2(iii), and setting $\gamma = \gamma(E^1 - I)$, we have

$$
(4.4) \quad \|D_0x\|_{\ell_p} \geq \|B\|^{-1}\|BD_0x\|_{L_p} = \|B\|^{-1}\|((E^1 - I)Bx)\|_{L_p} \\
\geq \gamma\|B\|^{-1}\text{dist}(Bx, \text{Ker}(E^1 - I)) \geq \frac{\gamma}{2\|B\|}\|Bx - u\|_{L_p}.
$$
for some \( u \in \text{Ker}(E^1 - I) \). Due to (3.2), we may assume that 
\[ u = \sum_{|k| \leq K} u_k, \]
where \( u_k \in \text{Ker}(G - 2\pi i k) \). Using (3.1) and Lemma 4.2(ii), find \( z^{(k)} \in \text{Ker} D_0 \) such that 
\[ u_k(t) = e^{-2\pi i k t} (Bz^{(k)})(t), \quad t \in \mathbb{R}, \quad |k| \leq K. \]
Recall that \( z^{(k)} = (z^{(k)}_n)_{n \in \mathbb{Z}} \in \text{Ker} D_0 \) implies \( z^{(k)} = U(n+1,n)z^{(k)}_n \) and \( (Bz^{(k)})(t) = U(t,n)z^{(k)}_n \) for \( t \in [n+1,n] \) and \( n \in \mathbb{Z} \). Thus, with \( C \) from (4.3) and using (4.2), we continue estimate (4.4) as follows:

\[
C^p \| D_0 x \|_{\ell_p}^p \geq \left( \frac{\gamma C}{2 \| B \|} \right)^p \| Bx - u \|_{\ell_p}^p
\]

\[
= \left( \frac{\gamma C}{2 \| B \|} \right)^p \sum_{n \in \mathbb{Z}} \left[ \left( U(t,n) \left[ \alpha(t-n)x_n + (1 - \alpha(t-n))U(n,n-1)x_{n-1} - \sum_{|k| \leq K} e^{-2\pi ik t} z^{(k)}_n \right] \right)^p \right] dt
\]

\[
\geq \left( \frac{\gamma}{2 \| B \|} \right)^p \sum_{n \in \mathbb{Z}} \left[ \left( U(n+1,n) \left[ \alpha(t-n)x_n + (1 - \alpha(t-n))U(n,n-1)x_{n-1} - \sum_{|k| \leq K} e^{-2\pi ik t} z^{(k)}_n \right] \right)^p \right] dt.
\]

Since \( \alpha(t) = 1 \) for \( t \in \left[ \frac{2}{3}, 1 \right] \) and \( U(n+1,n)z^{(k)}_n = z^{(k)}_{n+1} \), we infer:

\[
C \| D_0 x \|_{\ell_p} \geq \frac{\gamma}{2 \| B \|} \left( \int_{2/3}^1 \left[ \sum_{n \in \mathbb{Z}} \left( U(n+1,n)x_n - \sum_{|k| \leq K} e^{-2\pi ik t} z^{(k)}_n \right)^p dt \right] \right)^{1/p}
\]

\[
= \frac{\gamma}{2 \| B \|} \left( \int_{2/3}^1 \left[ \sum_{n \in \mathbb{Z}} \left( x_{n+1} - (x_{n+1} - U(n+1,n)x_n) \right)^p dt \right] \right)^{1/p}
\]

\[
= \frac{\gamma}{2 \| B \|} \left( \int_{2/3}^1 \left[ x - D_0 x - \sum_{|k| \leq K} e^{-2\pi ik t} z^{(k)} \right] \right)^p dt \right)^{1/p}.
\]

Since \( \sum_k e^{-2\pi ik t} z^{(k)} \in \text{Ker} D_0 \) for each \( t \in \left[ \frac{2}{3}, 1 \right] \), we may continue as follows:
Thus, \( \gamma(D_0) > 0 \). By Theorem 2.5, assertion (ii) in Theorem 1.2 is proved.

(ii)⇒(iii) By Theorem 2.5, \( \gamma(G) > 0 \) implies \( \gamma(D_0) > 0 \). Using (4.3), for each \( \tau \in [0, 1) \) we infer:

\[
C \|D_\tau x\|_{\ell_p} = C \left( \sum_{n \in \mathbb{Z}} \|x_n - U(n + \tau, n + \tau - 1)x_{n-1}\|_p^p \right)^{1/p} \\
\geq \left( \sum_{n \in \mathbb{Z}} \|U(n + 1, n + \tau)x_n - U(n + 1, n + \tau)U(n + \tau, n + \tau - 1)x_{n-1}\|_p^p \right)^{1/p} \\
= \|D_0(U(n, n + \tau - 1)x_{n-1})_{n \in \mathbb{Z}}\|_{\ell_p} \\
\geq \gamma(D_0) \text{dist}((U(n, n + \tau - 1)x_{n-1})_{n \in \mathbb{Z}, \text{Ker} D_0}) \\
\geq (\gamma(D_0)/2) \|((U(n, n + \tau - 1)x_{n-1})_{n \in \mathbb{Z}} - z)\|_{\ell_p}
\]

for some \( z = (z_n)_{n \in \mathbb{Z}} \in \text{Ker} D_0 \). Using (4.3) again,

\[
\|U(n + \tau, n + \tau - 1)x_{n-1} - U(n + \tau, n)z_n\| \\
= \|U(n + \tau, n)U(n, n + \tau - 1)x_{n-1} - z_n\| \\
\leq C \|U(n, n + \tau - 1)x_{n-1} - z_n\|.
\]

Since \( (U(n + \tau, n)z_n)_{n \in \mathbb{Z}} \in \text{Ker} D_\tau \) for \( z \in \text{Ker} D_0 \) by Lemma 4.1(ii),

\[
C \|D_\tau x\|_{\ell_p} \geq \gamma(D_0) \left( \sum_{n \in \mathbb{Z}} \|U(n + \tau, n + \tau - 1)x_{n-1} - U(n + \tau, n)z_n\|_p^p \right)^{1/p} \\
= \gamma(D_0) \|x - D_\tau x - (U(n + \tau, n)z_n)_{n \in \mathbb{Z}}\|_{\ell_p} \\
\geq \gamma(D_0) \text{dist}(x, \text{Ker} D_\tau) - \gamma(D_0) \|D_\tau x\|_{\ell_p}.
\]

Assertion (iii) in Theorem 1.2 is proved.

(iii)⇒(i) Set \( \gamma = \inf_{\tau \in [0, 1]} \gamma(D_\tau) > 0 \), consider a continuous compactly supported function \( u : \mathbb{R} \rightarrow X \), and note that the set of such functions is
Using (4.6) for \( y \)

Using Lemma 4.1(i) and (4.3), for any \( (4.5) \)

Let \( u \) the rule

To prove the claim, consider a continuous function \( K \in D \) on \([0, 1] \) function \( x \), that

Next, we claim that for each \( \tau \in [0, 1] \) one can choose \( x = (x_n)_{n \in \mathbb{Z}} \in Ker D_\tau \), \( x = x(\tau) \), so that the function \( \tau : [0, 1) \to \ell_p \) is continuous, and that the following inequality holds:

(4.6) \[ \text{dist}(y, \text{Ker} D_\tau) = \inf_{x \in \text{Ker} D_\tau} \|y - x\|_\ell_p \]

(4.7) \[ \|D_\tau ((u(\tau + n))_{n \in \mathbb{Z}})\|_{\ell_p} \geq C^{-1} \text{dist}((u(\tau + n))_{n \in \mathbb{Z}}, \text{Ker} D_\tau) \geq C^{-1} \text{dist}((U(n, n + \tau - 1)u(\tau + n - 1))_{n \in \mathbb{Z}}, \text{Ker} D_\tau) \]

Using (4.6) for \( y = (u(\tau + n))_{n \in \mathbb{Z}} \), we have:

(4.8) \[ \text{dist}((U(n, n + \tau - 1)u(\tau + n - 1))_{n \in \mathbb{Z}}, \text{Ker} D_\tau) \geq \frac{1}{2} \| (U(n, n + \tau - 1)u(\tau + n - 1))_{n \in \mathbb{Z}} - x \|_\ell_p. \]

To prove the claim, consider a continuous function \( u : [0, 1] \to \ell_p \) defined by

the rule \( u(\tau) := (U(n, n + \tau - 1)u(\tau + n - 1))_{n \in \mathbb{Z}} \). By the choice of \( u \), the values \( u(\tau), \tau \in [0, 1] \), are sequences with finite support and therefore do not belong to \( \text{Ker} D_\tau \). Let \( \epsilon := \inf_{\tau \in [0, 1]} \text{dist}(u(\tau), \text{Ker} D_\tau) > 0 \) and choose an \( \eta > 0 \) so that \( \|u(t) - u(t')\|_{\ell_p} < \epsilon/10 \) provided \( |t - t'| < \eta \). Let \( \{\tau_0 = 0, \ldots, \tau_n = 1\} \) be a partition of \([0, 1] \) with the size \( \eta \). Choose \( y_i \in \text{Ker} D_\tau \) so that \( \|u(\tau_i) - y_i\| < (11/10) \text{dist}(u(\tau_i), \text{Ker} D_\tau) \), and define a piecewise constant function \( x_0 \) by \( x_0(\tau) = y_i \) for \( \tau \in [\tau_i, \tau_{i+1}] \). Then, for \( \tau \in [\tau_i, \tau_{i+1}], i = 0, \ldots, n - 1 \), we have:

(4.9) \[ \|u(\tau) - x_0(\tau)\| \leq \|u(\tau) - u(\tau_i)\| + (11/10) \text{dist}(u(\tau_i), \text{Ker} D_\tau) \leq \epsilon/10 + (11/10)(\epsilon/10 + \text{dist}(u(\tau), \text{Ker} D_\tau)) \leq (3/2) \text{dist}(u(\tau), \text{Ker} D_\tau). \]

Extending \( u \) and \( x_0 \) periodically to \([1, 2] \), for a \( \delta \in (0, 1) \) consider a continuous on \([0, 1] \) function \( x \) defined by \( x(\tau) = (1/\delta) \int_{\tau}^{\tau+\delta} x_0(s) \, ds \). Using (4.9), for
\[ \tau \in [0, 1) \) we infer:
\[
\|u(\tau) - x(\tau)\| \leq (1/\delta) \int_{\tau}^{\tau+\delta} \|u(s) - x_0(s)\| \, ds
\]
\[
\leq (1/\delta) \int_{\tau}^{\tau+\delta} \|u(s) - x_0(s)\| \, ds + (1/\delta) \int_{\tau}^{\tau+\delta} \|u(\tau) - u(s)\| \, ds
\]
\[
\leq (1/\delta) \int_{\tau}^{\tau+\delta} (3/2) \text{dist}(u(s), \text{Ker} D_0) \, ds + \sup_{s \in [\tau, \tau+\delta]} \|u(\tau) - u(s)\|.
\]
Choosing \( \delta \) so that the first term is less than \((3/2) \text{dist}(u(\tau), \text{Ker} D_0) + (\epsilon/4)\) and the second term is less than \(\epsilon/4\), we conclude that \(\|u(\tau) - x(\tau)\| \leq 2 \text{dist}(u(\tau), \text{Ker} D_0), \tau \in [0, 1)\), and the claim is proved.

Next, using (4.7) and (4.8), taking into account (4.3) again, and letting \(w(\tau + n) = U(\tau + n, n)x_n(\tau)\) for \(n \in \mathbb{Z}\) and \(\tau \in [0, 1)\), we have:
\[
(4.10)
C\|D_\tau(u(n + \tau))_{n \in \mathbb{Z}}\|_{\ell_p}
\geq (\gamma/2)\| (U(n, n + \tau - 1)u(n + \tau - 1) - x_n)_{n \in \mathbb{Z}}\|_{\ell_p}
\geq \gamma(2C)^{-1}\| (U(\tau + n, n)[U(n, n + \tau - 1)u(n + \tau - 1) - x_n])_{n \in \mathbb{Z}}\|_{\ell_p}
\]
\[
= \gamma(2C)^{-1}\| (U(\tau + n, n + \tau - 1)u(\tau + n - 1) - U(\tau + n, n)x_n)_{n \in \mathbb{Z}}\|_{\ell_p}
\]
\[
= \gamma(2C)^{-1}\| ((E^1u)(\tau + n) - w(\tau + n))_{n \in \mathbb{Z}}\|_{\ell_p}.
\]
Since \(x \in \text{Ker} D_0\), for any \(n \in \mathbb{Z}\) and \(\tau \in [0, 1)\) we obtain:
\[
(E^1w)(\tau + n) = U(\tau + n, \tau + n - 1)w(\tau + n - 1) = U(\tau + n, n - 1)x_{n-1}
\]
\[
= U(\tau + n, n)U(n, n - 1)x_{n-1} = U(\tau + n, n)x_n = w(\tau + n).
\]
Thus \(w \in \text{Ker}(E^1 - I)\). Using (4.5) and (4.10), we thus infer:
\[
C^2\| (E^1 - I)u \|_{L_p} \geq (\gamma/2) \left( \int_0^1 \| ((E^1u)(\tau + n) - w(\tau + n))_{n \in \mathbb{Z}} \|_{\ell_p}^p \, d\tau \right)^{1/p}
\]
\[
= (\gamma/2) \| E^1u - w \|_{L_p} \geq (\gamma/2) \left( \| u - w \|_{L_p} - \| (E^1 - I)u \|_{L_p} \right).
\]
Since \(w \in \text{Ker}(E^1 - I)\), assertion (i) in Theorem 1.2 follows. \(\square\)

### 5. Fredholm operators on the half-line

In this section we study Fredholm properties of the generator \(G^+_{0+}\) of the evolution semigroup (2.2) on \(E_0(\mathbb{R}_+)\) and the operator \(G^+\) on \(E(\mathbb{R}_+)\), described in Definition 2.3. On the sequence space \(E(\mathbb{Z}_+)\) we introduce the following difference operator \(D^+ : x = (x_n)_{n \geq 0} \mapsto ((D^+x)_n)_{n \geq 0}\), where
\[
(D^+x)_n = \begin{cases} 
  x_0, & n = 0, \\
  x_n - U(n, n - 1)x_{n-1}, & n \geq 1, 
\end{cases}
\]
and remark that $\ker D^+ = \{0\}$. First, we will provide an analog of Theorem 2.5 for the operators $G_0^+$ and $D^+$. To start, fix a continuous 1-periodic function $\alpha : \mathbb{R}_+ \to \mathbb{R}_+$ such that $\alpha(0) = \alpha(1) = 0$ and $\int_0^1 \alpha(s) ds = 1$, and let $x = (x_n)_{n \in \mathbb{Z}_+} \in \mathcal{E}(\mathbb{Z}_+)$. Define bounded linear operators $R^0 : \mathcal{E}(\mathbb{R}_+) \to \mathcal{E}(\mathbb{R}_+)$ and $S : \mathcal{E}(\mathbb{Z}_+) \to \mathcal{E}(\mathbb{Z}_+)$ as follows:

\[
(R^0 f)_n = \begin{cases} 
0, & n = 0, \\
-f_{n-1}^n U(n, s)f(s) ds, & n \geq 1;
\end{cases}
\]

\[
(Sx)(t) = \alpha(t)U(t, n)x_n, \quad t \in [n, n+1], \quad n \geq 0.
\]

**Lemma 5.1.**

(i) If $y = D^+x$ for some $x \in \mathcal{E}(\mathbb{Z}_+)$ then $G_0^+u = Sy$ for some $u \in \text{dom } G_0^+$;

(ii) if $Sy = G_0^+u$ for some $u \in \text{dom } G_0^+$ then $y = D^+x$ for an $x \in \mathcal{E}(\mathbb{Z}_+)$;

(iii) if $f = G_0^+u$ for some $u \in \text{dom } G_0^+$ then $R^0 f = D^+(u(n))_{n \in \mathbb{Z}_+}$;

(iv) if $R^0 f = D^+x$ for an $x \in \mathcal{E}(\mathbb{Z}_+)$ then $f = G_0^+u$ for some $u \in \text{dom } G_0^+$.

**Proof.** We give the proof only for $L_p$-spaces. The argument for the space $C_00(\mathbb{R}_+; X)$ is similar.

(i) Define $u(t) = U(t, n)(y_n - x_n) - \int_n^1 U(t, s)Sy(s) ds$ for $t \in [n, n+1], n \geq 0$. Then $u(0) = 0$. A calculation similar to [9, p. 117] shows that $u \in L_p(\mathbb{R}_+; X) \cap C_00(\mathbb{R}_+; X)$ and that $u$ satisfies (2.3) with $f = Sy$. Thus $G_0^+u = Sy$.

(ii) For $u \in L_p(\mathbb{R}_+; X) \cap C_00(\mathbb{R}_+; X)$ satisfying (2.3) with $f = Sy$ equation (2.1) holds for all $t \geq \tau$ in $\mathbb{R}_+$. In particular, for $t = n+1$ and $\tau = n$,

\[
u(n+1) = U(n+1, n)u(n) - \int_n^{n+1} U(n+1, s)\alpha(s)U(s, n)y_n ds
\]

\[= U(n+1, n)u(n) - U(n+1, n)y_n, \quad n \geq 0.
\]

Thus, $y = D^+(y_n - u(n))_{n \in \mathbb{Z}_+}$. Moreover, $u = (u(n))_{n \in \mathbb{Z}_+} \in \ell_p(\mathbb{Z}_+; X)$. Indeed, (2.1) implies that

\[
\|u(n)\| \leq C(\|u(t)\| + \|y_{n-1}\|), \quad t \in [n-1, n], n \geq 1,
\]

with $C > 0$ from (4.3). Then, using the inequality $(a+b)^p \leq 2^{p-1}(a^p + b^p)$ and integrating (5.3) along $[n-1, n]$, we have $\|u\|_p^{\ell_p} \leq 2^{p-1}C^p(\|u\|_{L_p}^p + \|y\|_{L_p}^p)$.

(iii) Since $u$ and $f$ satisfy (2.1) for all $t \geq \tau$ in $\mathbb{R}_+$, letting $t = n$ and $\tau = n-1$, we have that $-\int_n^{n-1} U(n, s)f(s) ds = u(n) - U(n, n-1)u(n-1)$, $n \geq 1$. As above, $u = (u(n))_{n \in \mathbb{Z}_+} \in \ell_p(\mathbb{Z}_+; X)$. By (5.2), $(R^0 f)_0 = u(0) = 0$.

(iv) For $x = (x_n)_{n \in \mathbb{Z}_+}$ such that $R^0 f = D^+x$ define

\[u(t) = U(t, n)x_n - \int_n^1 U(t, s)\alpha(s)U(s, n)y_n ds, \quad t \in [n, n+1], \quad n \in \mathbb{Z}_+.
\]
Note that \( u(0) = x_0 = (R^0 f)_0 = 0 \). A calculation similar to [9, p. 117] again shows that \( u \in L_p(\mathbb{R}_+; X) \cap C_{00}(\mathbb{R}_+; X) \), and that \( u \) and \( f \) satisfy (2.1) for all \( t \geq \tau \) in \( \mathbb{R}_+ \). Thus, \( G_0^+ u = f \).

**Theorem 5.2.** The range \( \text{Im} \, G_0^+ \) is closed in \( E_0(\mathbb{R}_+) \) if and only if \( \text{Im} \, D^+ \) is closed in \( E(\mathbb{Z}_+) \). Also, \( \text{codim} \, G_0^+ = \text{codim} \, \text{Im} \, D^+ \). In particular, the operator \( G_0^+ \) is Fredholm if and only if \( D^+ \) is Fredholm, and \( \text{ind} \, G_0^+ = \text{ind} \, D^+ \).

The proof of Theorem 5.2 is identical to the proof of [16, Theorem 1.4] with [16, Lemma 6.1] replaced by Lemma 5.1, and is therefore omitted. Recall that \( \text{Ker} \, G = \text{Im} \, D + \text{Im} \, G \) is closed in \( \text{Ker} \, G \) if and only if \( G \) is an invertible operator, we infer that \( D \) is invertible because \( \text{ind} \, G_0^+ = \text{ind} \, G_0^+ \), and that \( \text{ind} \, G_0^+ = \text{ind} \, D^+ \).

**Theorem 5.3.** Let \( X \) be a reflexive Banach space and assume the family \( \{U(t, \tau)\}_{t, \tau \in \mathbb{R}} \) consists of invertible operators. Then the following statements are equivalent.

(i) The operator \( G_0^+ \) is Fredholm on \( E_0(\mathbb{R}_+) \).

(ii) The evolution family \( \{U(t, s)\}_{t \geq s \geq 0} \) admits an exponential dichotomy \( \{P_t\}_{t \geq 0} \) on \( \mathbb{R}_+ \) and \( \text{codim} \, \text{Im} \, P_0 < \infty \).

Also, \( \text{ind} \, G_0^+ = - \text{codim} \, \text{Im} \, P_0 \).

**Proof.** Extend the evolution family \( \{U(t, \tau)\}_{t \geq \tau \geq 0} \) from \( \mathbb{R}_+ \) to an evolution family \( \{V(t, \tau)\}_{t \geq \tau} \) on \( \mathbb{R} \) as follows:

\[
V(t, \tau) = \begin{cases} 
U(t, \tau) & \text{for } t \geq \tau \geq 0, \\
U(t, 0)e^\tau & \text{for } t \geq 0 \geq \tau, \\
e^{-(t-\tau)} & \text{for } 0 \geq t \geq \tau.
\end{cases}
\]

On \( E(\mathbb{R}) \) consider the generator \( G_V \) of the evolution semigroup associated with \( \{V(t, \tau)\}_{t \geq \tau \geq 0} \), cf. Proposition 2.1. Let \( D_V \) denote the corresponding difference operator \( D_V((x_n)_{n \in \mathbb{Z}}) = (x_n - V(n, n-1)x_{n-1})_{n \in \mathbb{Z}} \) on \( E(\mathbb{Z}) \). In the direct sum decomposition \( E(\mathbb{Z}) = E(\mathbb{Z} \cap (-\infty, -1]) \oplus E(\mathbb{Z}_+) \) the operator \( D_V \) allows the following matrix representation:

\[
D_V = \begin{bmatrix} D_V^- & 0 \\ D_V^\oplus & D_V^+ \end{bmatrix} = \begin{bmatrix} D_V^- & 0 \\ I & 0 \end{bmatrix} \begin{bmatrix} 0 & I \\ 0 & D_V^+ \end{bmatrix}.
\]

Here \( D_V^- = D_V|_{E(\mathbb{Z} \cap (-\infty, -1])} \), \( D_V^\oplus : (x_n)_{n \geq 0} \mapsto (x_0, x_1 - (1)0x_0, \ldots) \), and \( D_V^+ : (x_n)_{n \leq -1} \mapsto (-V(0, -1)x_{-1}, 0, \ldots) \). Note that \( D_V^- = I - e^{-1}S \), where \( S : (x_n)_{n \leq -1} \mapsto (x_{n-1})_{n \leq -1} \) is the backward shift, and the operator \( D_V^- \) is invertible because \( \|S\| = 1 \). Since the first factor in the product (5.5) is an invertible operator, we infer that \( D_V \) is Fredholm if and only if \( D_V^\oplus \) is Fredholm, and that \( \text{ind} \, D_V = \text{ind} \, D_V^\oplus \). Thus, by Theorem 5.2, \( D_V \) is Fredholm if and only if \( G_V^+ \) is Fredholm, and \( \text{ind} \, G_V^+ = \text{ind} \, G_V^+ \). Next, we claim that \( D_V \) is Fredholm if and only if \( G_V \) is Fredholm and that \( \text{ind} \, D_V = \text{ind} \, G_V \). Indeed, by Theorem 2.5 applied to the evolution family \( \{V(t, \tau)\}_{t \geq \tau}, t, \tau \in \mathbb{R} \), we
know that $\text{Im} \, G_V$ and $\text{Im} \, D_V$ are closed at the same time with $\text{codim} \, \text{Im} \, G_V = \text{codim} \, \text{Im} \, D_V$. By Lemma 4.2(ii), we have $\dim \, \text{Ker} \, G_V = \dim \, \text{Ker} \, D_V$ (in fact, $\text{Ker} \, D_V \subset \text{Ker} \, D_V^+ = \{0\}$), and the claim is proved. Thus, $G_V^+$ is Fredholm if and only if $G_V$ is Fredholm and $\text{ind} \, G_V^+ = \text{ind} \, G_V$.

By Theorem 2.4, $G_V$ is Fredholm if and only if the evolution families $\{U(t, \tau)\}_{t \geq \tau \geq 0}$ and $\{U(t, \tau)\}_{0 \leq t \geq \tau}$ admit exponential dichotomies $\{P_t^+\}_{t \geq 0}$ and $\{P_t^-\}_{t \leq 0}$ on $\mathbb{R}_+$ and $\mathbb{R}_-$, and the pair of subspaces $(\text{Ker} \, P_0^-, \text{Im} \, P_0^+)$ is Fredholm (note that the dichotomy subspaces $\text{Ker} \, P_0^-$ and $\text{Im} \, P_0^+$ are uniquely defined; cf. [11, Remark IV.3.4]). But, using formula (5.4), one has $\text{inclusion follows from (2.4) and (2.6)}$.

In particular, if $\dim \, X < \infty$ then the operator $G_0^+$ is Fredholm if and only if $\{U(t, \tau)\}_{t \geq \tau \geq 0}$ admits an exponential dichotomy on $\mathbb{R}_+$. Turning to the study of Fredholm properties of $G^+$, we will assume in the remaining part of this section that the evolution family $\{U(t, \tau)\}_{t \geq \tau \geq 0}$ consists of invertible operators. We note the following fact; cf. [6, Lemma 5.2].

**Lemma 5.4.** The range $\text{Im} \, G^+$ is dense in $\mathcal{E}(\mathbb{R}_+)$.  

**Proof.** For any function $f \in \mathcal{E}(\mathbb{R}_+)$ with compact support the function $u(t) := \int_t^\infty U(t, s)f(s) \, ds$, $t \geq 0$, has compact support and satisfies (2.1) for all $t \geq \tau$ in $\mathbb{R}_+$. So, $u \in \text{dom} \, G^+$ and $G^+u = f$. The lemma follows from the density of such $f$ in $\mathcal{E}(\mathbb{R}_+)$. \hfill $\Box$

In our next result we recast Theorem 2.6 in the current context.

**Theorem 5.5.** If $X$ is a Banach space and the family $\{U(t, \tau)\}_{t, \tau \in \mathbb{R}}$ consists of invertible operators then the following statements are equivalent.

(i) The operator $G^+$ is Fredholm on $\mathcal{E}(\mathbb{R}_+)$.  

(ii) The family $\{U(t, s)\}_{t \geq s \geq 0}$ admits an exponential dichotomy $\{P_t\}_{t \geq 0}$ on $\mathbb{R}_+$ and $\dim \, \text{Im} \, P_0 < \infty$.  

(iii) The operator $G^+$ is surjective on $\mathcal{E}(\mathbb{R}_+)$ and $\dim \, X_0 < \infty$ for the subspace $X_0$ defined in (2.6).  

Also, $\text{ind} \, G^+ = \dim \, X_0$.  

**Proof.** If $\{U(t, \tau)\}_{t \geq \tau}$ admits an exponential dichotomy on $\mathbb{R}_+$, then $\text{Im} \, P_0 = X_0$. Indeed, if $u \in \text{Ker} \, G$ then, from (2.4) and the dichotomy estimates (2.7),

$$\|u(t)\| = \|U(t, 0)u(0)\| \geq M^{-1}e^{\alpha t}\|\|I - P_0\|u(0)\| - Me^{-\alpha t}\|P_0u(0)\|, \quad t \in \mathbb{R}_+.$$  

Since $u \in \mathcal{E}(\mathbb{R})$, we have $(I - P_0)u(0) = 0$, i.e., $X_0 \subset \text{Im} \, P_0$. The inverse inclusion follows from (2.4) and (2.6).
Since any finite-dimensional subspace is complemented in $X$, the equivalence (ii)$\Leftrightarrow$(iii) follows from Theorem 2.6.

(i)$\Rightarrow$(ii) If $G^+$ is Fredholm then $\text{Im} \ G^+$ is closed, and thus $\text{Im} \ G^+ = \mathcal{E}(\mathbb{R}_+)$ by Lemma 5.4. Since $\dim \ker G^+ < \infty$, we also have $\dim X_0 < \infty$ due to (2.4), and $X_0$ is complemented in $X$. Since (iii)$\Rightarrow$(ii), $\{U(t, \tau)\}_{t\geq \tau \geq 0}$ admits an exponential dichotomy \{$(P_t)_{t \geq 0}$ on $\mathbb{R}_+$ with $\limsup \text{Im} P_0 = X_0$.

(ii)$\Rightarrow$(i) By the implication (ii)$\Rightarrow$(iii), $G^+$ is surjective. By (2.4), $u \in \ker G^+$ if and only if $u(0) \in \text{Im} P_0$ and $u(t) = U(t, 0)u(0)$, $t \geq 0$. Thus, the map $u(0) \mapsto u(\cdot)$, $u(t) = U(t, 0)u(0)$, is a bijection from $\text{Im} P_0$ on $\ker G^+$, and thus $\dim \ker G^+ = \dim X_0 = \dim \text{Im} P_0 < \infty$.

To conclude this section, we remark that Theorem 1.1 (with a similar proof) holds on $\mathcal{E}_0(\mathbb{R}_+)$ with $E^t$ replaced by $E^t_+$.

6. Evolution semigroups on spaces of periodic functions

Let $\{e^{\lambda t}\}_{t \geq 0}$ be a strongly continuous semigroup on the Banach space $X$. Define an evolution semigroup, $\{e^{tG_p}\}_{t \geq 0}$, on the space $\mathcal{E}([0, 2\pi])$ of 2π-periodic functions by the formula

$$
(6.1) \quad (e^{tG_p}u)(\tau) = e^{At}(\tau - t)(\text{mod} \ 2\pi), \quad \tau \in [0, 2\pi], t \geq 0.
$$

Its generator $G_p$ is the closure of the operator $G_p u = -u' + MAu$ defined on $\text{dom}(d/dt) \cap \text{dom}(MA)$; cf. [9, p. 38].

**Lemma 6.1.** Let $T$ be a bounded linear operator on a Banach space $X$. For the multiplication operator $M_T$ on $\mathcal{E}([0, 2\pi])$ the following assertions hold.

(i) $\dim \ker M_T < \infty$ if and only if $\ker M_T = \{0\}$;
(ii) $\dim \text{im} M_T < \infty$ if and only if $\text{im} M_A = \mathcal{E}([0, 2\pi])$;
(iii) $T$ is closed in $X$ if and only if $\text{im} M_T$ is closed in $\mathcal{E}([0, 2\pi])$.

**Proof.** (i) For $k \in \mathbb{N}$ consider functions $\varphi_k : [0, 2\pi] \to [0, 1]$ defined so that $\varphi_k((2k)^{-1}) = 1$, $\varphi_k(t) = 0$ for $t \in [0, 2\pi] \setminus [(2k - 1)^{-1}, (2k + 1)^{-1}]$, and $\varphi_k$ is linear on $[(2k - 1)^{-1}, (2k)^{-1}]$ and $[(2k)^{-1}, (2k + 1)^{-1}]$. Suppose that there is a nonzero $x \in \ker T$ and let $n = \dim \ker M_T$. The functions in the family

$$
S_x = \{\varphi_k(\cdot)x : 1 \leq k \leq n + 1\} \subset \mathcal{E}([0, 2\pi])
$$

are linearly independent. Indeed, if $\sum_{k=1}^{n+1} \lambda_k \varphi_k(\cdot) = 0$ for $\lambda_k \in \mathbb{C}$, then, applying the functionals $F_k = \langle \cdot, \varphi_k(\cdot)x^* \rangle \in (\mathcal{E}([0, 2\pi]))^*$ with $\langle x, x^* \rangle = 1$, we obtain $\lambda_k = 0$, $1 \leq k \leq n + 1$. Thus, $\dim \ker M_T \geq n + 1$, a contradiction.

(ii) Suppose that there is an $x \in X \setminus \text{im} T$ and let $n = \dim(X/\text{im} M_T)$. Consider the family $S_x$ constructed above. If $\varphi_k(\cdot)x - \varphi_m(\cdot)x \in \text{im} M_T$ for $k \neq m$ then $x \in \text{im} T$, which contradicts $x \in X \setminus \text{im} T$. Therefore, $\varphi_k(\cdot)x$ belong to different quotient classes of $X/\text{im} M_T$. Moreover, if $\sum_{k=1}^{n+1} \lambda_k \varphi_k(\cdot) \in \text{im} M_T$ then
for each $k$ we have $\lambda_k \varphi_k(t) \in \text{Im } M_T$ for a.e. $t \in [(2k-1)^{-1}, (2k+1)^{-1}]$. This can hold only if $\lambda_k = 0$. Thus, the quotient classes containing $\varphi_k(x), 1 \leq k \leq n+1$, are linearly independent, and $\dim(X/\text{Im } M_T) \geq n+1$, a contradiction.

(iii) This part of the lemma is proved\(^2\) in [7].

The following well-known spectral mapping theorem relates $\sigma(e^{2\pi A})$ on $X$ and the spectra of $G_p$ and $e^{2\pi G_p}$ on $E([0, 2\pi])$; see [9, Theorem 2.30].

**Theorem 6.2.** The following statements are equivalent.

(i) $e^{2\pi A} - I$ is invertible in $X$;
(ii) $G_p$ is invertible in $E([0, 2\pi])$;
(iii) $e^{2\pi G_p} - I$ is invertible in $E([0, 2\pi])$.

The next proposition shows, once again, that an analog of Theorem 6.2 for the Fredholm spectra can hold only trivially; cf. Theorem 1.1.

**Proposition 6.3.** For each $\lambda \in \mathbb{C}\setminus\{0\}$, the operator $e^{2\pi G_p} - \lambda$ is Fredholm in $E([0, 2\pi])$ if and only if it is invertible.

Indeed, this holds by Lemma 6.1 because

\[(e^{2\pi G_p}u)(\tau) = e^{2\pi A}u(\tau), \quad u \in E([0, 2\pi]), \quad \tau \in [0, 2\pi].\]

We will need a description of dom $G_p$; cf. Proposition 2.1 and [17].

**Lemma 6.4.** A function $u$ belongs to dom $G_p$ on $E([0, 2\pi])$ if and only if $u \in C_{\text{per}}([0, 2\pi]; X)$ and there exists an $f \in E([0, 2\pi])$ such that

\[u(t) = e^{tA}u(0) + \int_0^t e^{(t-s)A}f(s)ds, \quad t \in [0, 2\pi].\]

*Proof.* Define a closed operator, $G_{p,1}$, as $G_{p,1}u = f$ for $u$ and $f$ satisfying (6.3). The set $P$ of trigonometric polynomials on $[0, 2\pi]$ with values in dom $A$ is a core for $G_{p,1}$. Since $G_{p,1}u = G_p u$ for every $u \in P$, we infer that $G_p = G_{p,1}$.

The next result is an analog of Theorem 1.2 for the space $E([0, 2\pi])$.

**Theorem 6.5.** The following statements are equivalent.

(i) $\text{Im}(e^{2\pi A} - I)$ is closed in $X$;
(ii) $\text{Im } G_p$ is closed in $E([0, 2\pi])$;
(iii) $\text{Im}(e^{2\pi G_p} - I)$ is closed in $E([0, 2\pi])$.

\(^2\)We thank L. Burlando for making her preprint [7] available.
Proof. (i)$\Leftrightarrow$(iii) This follows directly from (6.2) and Lemma 6.1(iii).

(i)$\Rightarrow$(ii) Consider a sequence \( \{f_k = G_p u_k : k \in \mathbb{N}\} \subset \text{Im} G_p \) such that \( f_k \to f \) in \( \mathcal{E}([0, 2\pi]) \) as \( k \to \infty \). By Lemma 6.4,
\[
(I - e^{2\pi A}) u_k(0) = \int_0^{2\pi} e^{(2\pi - s) A} f_k(s) \, ds \in \text{Im}(I - e^{2\pi A}).
\]
Since \( f_k \to f \), we obtain \( (I - e^{2\pi A}) u_k(0) \to \int_0^{2\pi} e^{(2\pi - s) A} f(s) \, ds \) in \( X \) as \( k \to \infty \). Since \( \text{Im}(e^{2\pi A} - I) \) is closed, there exists an \( x \in X \) such that \( \int_0^{2\pi} e^{(2\pi - s) A} f(s) \, ds = (I - e^{2\pi A}) x \). Define \( u \in C_{\text{per}}([0, 2\pi]; X) \) by
\[
u(t) = e^{tA} x + \int_0^t e^{(t-s)A} f(s) \, ds \quad \text{for} \quad t \in [0, 2\pi].\]

By Lemma 6.4, \( f = G_p u \) and thus \( \text{Im} G_p \) is closed.

(ii)$\Rightarrow$(i) Suppose that \( \gamma(e^{2\pi A} - I) = 0 \) and choose a sequence \( \{x_n : n \in \mathbb{N}\} \subset X \) such that \( \|x_n\| = 1 \), \( n \in \mathbb{N} \), and also assertions (a) \( \|(e^{2\pi A} - I) x_n\| \leq n^{-1} \) and (b) \( q := \inf_{n \in \mathbb{N}} \inf_{y \in \text{Ker}(e^{2\pi A} - I)} \|x_n - y\| > 0 \) hold. As in [9, p. 39], let \( \alpha : [0, 2\pi] \to [0, 1] \) be a smooth function such that \( \alpha(\tau) = 0 \) provided \( \tau \in [0, 2\pi] \) and \( \alpha(\tau) = 1 \) provided \( \tau \in [4\pi/3, 2\pi] \). Define a sequence of functions \( \{g_n : n \geq 0\} \) in \( \mathcal{E}([0, 2\pi]) \) by the formula
\[
g_n(\tau) = (1 - \alpha(\tau)) e^{(2\pi + \tau) A} x_n + \alpha(\tau) e^{\tau A} x_n, \quad \tau \in [0, 2\pi].
\]

We claim that \( \inf_{n \in \mathbb{N}} \text{dist}(g_n, \text{Ker} G_p) > 0 \) and \( \|G_p g_n\|_\mathcal{E} \to 0 \) as \( n \to \infty \). This implies \( \gamma(G_p) = 0 \), a contradiction with (ii).

To prove the claim, we note, first, that \( u \in \text{Ker} G_p \) if and only if \( u(\tau) = e^{A\tau} u(0) \), \( \tau \in [0, 2\pi] \), and \( e^{2\pi A} u(0) = u(0) \). Hence,
\[
\text{dist}(g_n, \text{Ker} G_p) = \inf_{u \in \text{Ker} G_p} \|g_n - u\| = \inf_{y \in \text{Ker}(e^{2\pi A} - I)} \|g_n - e^{(\cdot)A} y\|.
\]

Set \( a := \max\{|\alpha'(\tau)| : \tau \in [0, 2\pi]\} \) and \( b := \max\{|\alpha(\tau)| : \tau \in [0, 2\pi]\} \).

Then \( \mathcal{E}([0, 2\pi]) = C_{\text{per}}([0, 2\pi]; X) \) and \( \{g_n : n \geq 0\} \subset \text{dom} G_p \) and \( \|G_p g_n\| \leq ab/n \). Moreover, if \( y \in \text{Ker}(e^{2\pi A} - I) \) then
\[
\|g_n - e^{(\cdot) A} y\|_{C_{\text{per}}} \geq \|g_n(0) - y\| = \|(2\pi A x_n - y) \geq \|x_n - y\| - \|e^{2\pi A} x_n - x_n\| \geq q/2 \to 0
\]
for sufficiently large \( n \) since \( e^{2\pi A} x_n \to 0 \) as \( n \to \infty \). By (6.4), we have \( \text{dist}(g_n, \text{Ker} G_p) > 0 \). If \( \mathcal{E}([0, 2\pi]) = L_p([0, 2\pi]; X) \), \( 1 \leq p < \infty \), then, as in [9,
\[ ||g_n - e^{(\cdot)A}y||_{L^p}^p \geq \int_0^{2\pi/3} ||e^{\tau A}(e^{2\pi A}x_n - y)||^p d\tau \]
\[ \geq b^{-1} \int_0^{2\pi/3} ||e^{(2\pi-\tau)A}e^{\tau A}(e^{2\pi A}x_n - y)||^p d\tau \]
\[ = \frac{2\pi}{3b} ||e^{2\pi A}(e^{2\pi A}x_n - y)||^p \]
\[ = \frac{2\pi}{3b} ||e^{2\pi A}(e^{2\pi A}x_n - x_n) + (e^{2\pi A}x_n - x_n) + (x_n - y)||^p \]

for \( y \in \text{Ker}(e^{2\pi A} - I) \). Since \( e^{2\pi A}x_n - x_n \to 0 \) as \( n \to \infty \), we have \( ||g_n - e^{(\cdot)A}y||_{L^p} \geq c > 0 \) for some \( c > 0 \) and sufficiently large \( n \), and thus \( \text{dist}(g_n, \text{Ker} G_p) > 0 \). \( \square \)
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