AN APPLICATION OF THE FOURIER
TRANSFORM TO SECTIONS OF STAR BODIES.
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Abstract. We express the volume of central hyperplane sections of star bodies in $R^n$ in terms of the Fourier transform of a power of the radial function, and apply this result to confirm the conjecture of Meyer and Pajor on the minimal volume of central sections of the unit balls of the spaces $\ell_p^n$ with $0 < p < 2$.

1. Introduction

Let $K$ be a centrally symmetric star body in $R^n$. Then the function $x \to \|x\| = \min\{a > 0 : x \in aK\}$, $x \in R^n$ is continuous, homogeneous of degree 1 on $R^n$, and $\|x\| = 0$ if and only if $x = 0$. Denote by $\Omega$ the Euclidean unit sphere in $R^n$. For $\xi \in \Omega$, let $\xi^\perp = \{x \in R^n : (x, \xi) = 0\}$ be the hyperplane passing through the origin and having $\xi$ as its normal vector. We prove that the $(n-1)$-dimensional volume of the section of $K$ by $\xi^\perp$ is equal (up to a constant) to the Fourier transform (in the sense of distributions) of the function $\|x\|^{-n+1}$ at the point $\xi$, i.e. for every $\xi \in \Omega$,

$$Vol_{n-1}(K \cap \xi^\perp) = \frac{1}{\pi(n-1)(\|x\|^{-n+1})^{\wedge}(\xi).}$$

The Fourier transforms of powers of the norms of the spaces $\ell_p^n$ have been calculated in [5] (for $0 < p < \infty$) and [6] (for $p = \infty$). In view of the formula (1), one can use these calculations to obtain formulae for the volume of central hyperplane sections. For example, the calculation from [5] allows us to extend (from $1 \leq p \leq 2$ to the case of arbitrary $p > 0$) the formula of Meyer and Pajor [7] for the volume of hyperplane sections of the unit ball $B_p = \{x \in R^n : |x_1|^p + \cdots + |x_n|^p \leq 1\}$ of the space $\ell_p^n$. For every $p > 0$ and $\xi \in \Omega$,

$$Vol_{n-1}(B_p \cap \xi^\perp) = \frac{p}{\pi(n-1)\Gamma((n-1)/p)} \int_0^\infty \prod_{k=1}^n \gamma_p(t\xi_k) \, dt,$$

where $\gamma_p$ is the Fourier transform of the function $z \to \exp(-|z|^p)$, $z \in R$.

The formula (2) was proved in 1988 by Meyer and Pajor [7] for $1 \leq p \leq 2$ using a probabilistic argument. The general idea of formula (1) and the possibility of
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extending formula (2) to all $p > 0$ became clear to the author immediately after comparing the calculation from [5] with the result of [7]. When $p \to \infty$, (2) turns into the formula that was used by Ball [1] to prove his famous result on maximal sections of the unit cube in $\mathbb{R}^n$.

Meyer and Pajor [7] used formula (2) to show that the minimal section of the unit ball of the space $\ell_1^n$ is the one perpendicular to the vector $(1, 1, \ldots, 1)$, and the maximal section is perpendicular to the vector $(1, 0, \ldots, 0)$. They also showed that, for the unit balls of the spaces $\ell_p^n$ with $1 < p < 2$, the upper bound occurs in the same direction as for $p = 1$, and raised the question of whether, for every $p \in (1, 2)$, the minimal section has the same direction as in the case $p = 1$. Meyer and Pajor mentioned in their paper (without proof) that the answer to the question would be affirmative if one showed that the function $\gamma_p(\sqrt{t})$ is log-convex on $[0, \infty)$. In Lemma 3 below, we prove the log-convexity of the function $\gamma_p(\sqrt{t})$, which allows us to confirm the conjecture of Meyer and Pajor, i.e. for every $p \in (0, 2)$ the minimal section of $B_p$ is the one perpendicular to the vector $(1, 1, \ldots, 1)$.

We refer the reader to [2] for more information about sections of convex bodies.

2. THE FOURIER TRANSFORM FORMULA FOR SECTIONS OF STAR BODIES

As usual, we denote by $\mathcal{S}(\mathbb{R}^n)$ the space of rapidly decreasing infinitely differentiable functions (test functions) on $\mathbb{R}^n$, and $\mathcal{S}'(\mathbb{R}^n)$ is the space of distributions over $\mathcal{S}(\mathbb{R}^n)$. The Fourier transform $\hat{f}$ of a distribution $f \in \mathcal{S}'(\mathbb{R}^n)$ is defined by $(\hat{f}, \phi) = (2\pi)^n(f, \phi)$ for every test function $\phi$.

We need the following simple property of the Fourier transform of homogeneous functions of degree $-n + 1$ on $\mathbb{R}^n$.

**Lemma 1.** Let $f$ be an even continuous homogeneous function of degree $-n + 1$ on $\mathbb{R}^n \setminus \{0\}$, $n > 1$. Then, for every $\xi \in \Omega$,

$$\hat{f}(\xi) = \pi \int_{\Omega \cap \{ (\theta, \xi) = 0 \}} f(\theta) \, d\theta.$$ 

**Proof.** Because of the well-known connection between the Fourier transform and the Radon transform (see [4]), for every even test function $\phi$ and every $\theta \in \Omega$, the Fourier transform of the function $t \mapsto \hat{\phi}(t\theta)$ at zero is equal to $\int_{\mathbb{R}} \hat{\phi}(t\theta) \, dt = 2\pi \int_{(\theta, \xi) = 0} \phi(\xi) \, d\xi$. Also the Fourier transform of the $\delta$-function (defined by $(\delta, \phi) = \phi(0)$) is the constant function $h(t) = 1$. Therefore, passing to spherical coordinates and using homogeneity of $f$, we get

$$\langle \hat{f}, \phi \rangle = \int_{\mathbb{R}^n} f(x)\hat{\phi}(x) \, dx = \int_{\Omega} \int_{0}^{\infty} f(t\xi)t^{n-1}\hat{\phi}(t\xi) \, dt \, d\xi =$$

$$(1/2) \int f(\theta) \, d\theta \int \phi(t\theta) \, dt = \pi \int f(\theta) \, d\theta \int \phi(\xi) \, d\xi =$$
\[
\pi \int_{\mathbb{R}^n} \frac{\|\xi\|_2^{-1}}{2} \left( \int_{\Omega \cap \{\theta \xi = 0\}} f(\theta) \, d\theta \right) \phi(\xi) \, d\xi,
\]
where \(\|\cdot\|_2\) is the Euclidean norm, and the last equality in this sequence can easily be deduced from self-adjointness of the spherical Radon transform (see [2, p. 382]; first prove the equality for the functions \(\phi(\xi) = u(\|\xi\|_2)v(\xi/\|\xi\|_2)\), where \(u \in \mathcal{S}(\mathbb{R})\) and \(v\) is an infinitely differentiable function on \(\Omega\). Since \(\phi\) is an arbitrary even test function, the result follows. \(\square\)

Let \(K\) be a centrally symmetric star body in \(\mathbb{R}^n\). It is easily seen that, for every \(\xi\) in the unit sphere \(\Omega\), the \((n - 1)\)-dimensional volume of the section of \(K\) by the hyperplane \(\xi^\perp = \{x : (x, \xi) = 0\}\) satisfies the equality

\[
\frac{Vol_{n-1}(K \cap \xi^\perp)}{Vol_{n-1}(B_{n-1})} = \frac{1}{\pi^{n-1}/2} \int_{\mathbb{R}^n} \|x\|^{-n+1} \, dx = \frac{1}{A_{n-1}},
\]
where \(Vol_{n-1}(B_{n-1}) = \pi^{(n-1)/2}/\Gamma((n + 1)/2)\) is the volume of the Euclidean unit ball \(B_{n-1}\) in \(\mathbb{R}^{n-1}\), and \(A_{n-1} = 2\pi^{(n-1)/2}/\Gamma((n - 1)/2)\) is the surface area of the Euclidean unit sphere in \(\mathbb{R}^{n-1}\).

The integral in the right-hand side of (3) is equal to the integral in Lemma 1 with \(f(x) = \|x\|^{-n+1}\). Therefore, Lemma 1 and (3) imply the following Fourier transform formula for the volume of central sections of \(K\):

**Theorem 1.** For every \(\xi \in \Omega\),

\[
Vol_{n-1}(K \cap \xi^\perp) = \frac{1}{\pi(n-1)}(\|x\|^{-n+1})^\wedge(\xi).
\]

The Fourier transform of the functions of the form \(f(\|x\|_\infty)\) was calculated in [6], where \(\|x\|_\infty\) stands for the norm of the space \(\ell_\infty^n\), and \(f\) belongs to a large class of functions on \(\mathbb{R}\). (Note that a multiplier \((-1)^{n-1}\) is missing in the formula in [6].)

If we apply the formula from [6] to the function \(f(t) = |t|^p\) with \(p \in (-1, 0)\) (use the formulae for the Fourier transform of the functions \(|t|^p\) and \(|t|^p \text{sgn}(t)\) from [3, p.173]), then use analytic extension by \(p\) and put \(p = -n + 1\), we get an expression for the Fourier transform of \(\|x\|_\infty^{-n+1}\). For every \(\xi \in \mathbb{R}^n\) with non-zero coordinates, if the dimension \(n\) is odd we have

\[
(\|x\|_\infty^{-n+1})^\wedge(\xi) = \frac{(-1)^{(n-1)/2} \Gamma((-n + 2)/2)}{\Gamma((n - 1)/2) \prod_{k=1}^n \xi_k} \sum_\delta \delta_1 \ldots \delta_n \left| \sum_{j=1}^n \delta_j \xi_j \right|^{n-1} \text{sgn}(\sum_{j=1}^n \delta_j \xi_j).
\]

If the dimension \(n\) is even we have

\[
(\|x\|_\infty^{-n+1})^\wedge(\xi) = \frac{(-1)^{(n-2)/2} \Gamma((-n + 3)/2)}{\Gamma(n/2) \prod_{k=1}^n \xi_k} \sum_\delta \delta_1 \ldots \delta_n \left| \sum_{j=1}^n \delta_j \xi_j \right|^{n-1}.
\]
The outer sum is taken over all changes of signs \( \delta = (\delta_1, \ldots, \delta_n), \ \delta_j = \pm 1 \). Note that the coefficient at the outer sum is equal to \( 1/(2(n-1)!) \) in both odd and even cases. These formulae, in conjunction with Theorem 1, provide simple expressions for the volume of central sections of the cube \([-1, 1]^n\). Previously, similar formulae were obtained using probabilistic arguments specifically designed for the cube. As mentioned in the introduction, Ball used those formulae in his paper [1] on the exact lower and upper bounds for the volume of central sections of the unit ball of the space \( \ell_p^n \), which are equal to \( 2^{n-1} \) and \( 2^{n-1} \sqrt{2} \), respectively.

In order to prove formula (2), we compute the Fourier transform of the functions \( \|x\|_p^\beta \), where \( \|x\|_p \) stands for the norm of the space \( \ell_p^n \).

Let us recall some properties of the functions \( \gamma_p \) defined in the introduction. Firstly, for \( 0 < p \leq 2 \), \( \gamma_p \) is (up to a constant) the density of the standard \( p \)-stable measure on \( \mathbb{R} \), so \( \gamma_p \) is a non-negative function. For every \( p > 0 \),

\[
\lim_{t \to \infty} t^{1+p} \gamma_p(t) = 2\Gamma(p+1) \sin(\pi p/2),
\]

so \( \gamma_p \) decreases at infinity as \( |t|^{-1-p} \) (see [8]). Simple calculations show that \( \gamma_p(0) = 2\Gamma(1+1/p) \), and \( \int_0^\infty \gamma_p(t) \, dt = \pi \). The following calculation is taken from [5].

**Lemma 2.** Let \( p > 0 \), \( n \in \mathbb{N} \), \( -n < \beta < pn \), \( \beta/p \not\in \mathbb{N} \cup \{0\} \), \( \xi = (\xi_1, \ldots, \xi_n) \in \mathbb{R}^n \), \( \xi_k \neq 0 \), \( 1 \leq k \leq n \). Then

\[
(\|x\|_p^\beta)^\wedge(\xi) = ((|x_1|^p + \cdots + |x_n|^p)^{\beta/p})^\wedge(\xi) = \frac{p}{\Gamma(-\beta/p)} \int_0^\infty t^{n+\beta-1} \prod_{k=1}^n \gamma_p(t\xi_k) \, dt.
\]

**Proof.** Assume that \( -1 < \beta < 0 \). By the definition of the \( \Gamma \)-function

\[
(|x_1|^p + \cdots + |x_n|^p)^{\beta/p} = \frac{p}{\Gamma(-\beta/p)} \int_0^\infty y^{-1-\beta} \exp(-y^p(|x_1|^p + \cdots + |x_n|^p)) \, dy.
\]

For every fixed \( y > 0 \), the Fourier transform of the function \( x \to \exp(-y^p(|x_1|^p + \cdots + |x_n|^p)) \) at any point \( \xi \in \mathbb{R}^n \) is equal to \( y^{-n} \prod_{k=1}^n \gamma_p(\xi_k/y) \). Making the change of variables \( t = 1/y \) we get

\[
((|x_1|^p + \cdots + |x_n|^p)^{\beta/p})^\wedge(\xi) = \frac{p}{\Gamma(-\beta/p)} \int_0^\infty y^{-n-\beta-1} \prod_{k=1}^n \gamma_p(\xi_k/y) \, dy =
\]

\[
= \frac{p}{\Gamma(-\beta/p)} \int_0^\infty t^{n+\beta-1} \prod_{k=1}^n \gamma_p(t\xi_k) \, dt.
\]

The latter integral converges if \( -n < \beta < pn \) since the function \( t \to \prod_{k=1}^n \gamma_p(t\xi_k) \) decreases at infinity like \( t^{-n-p} \) (recall that \( \xi_k \neq 0 \), \( 1 \leq k \leq n \)).

If \( \beta \) is allowed to assume complex values then both sides of (4) are analytic functions of \( \beta \) in the domain \( \{ -n < \text{Re}\beta < np, \ \beta/p \not\in \mathbb{N} \cup \{0\} \} \). These two functions admit unique analytic continuation from the interval \( (-1, 0) \). Thus the equality (4) remains valid for all \( \beta \in (-n, pn), \ \beta/p \not\in \mathbb{N} \cup \{0\} \) (see [3] for details of analytic continuation in such situations). \( \square \)
Now we can use Lemma 2 with $\beta = -n + 1$ and Theorem 1 to get an expression for the volume of central sections. Note that the condition of Lemma 2 that $\xi$ has non-zero coordinates may be removed from Corollary 1 because the volume is a continuous function of $\xi$. In the case where $1 \leq p \leq 2$, the result of Corollary 1 was proved by Meyer and Pajor [7].

**Corollary 1.** For every $p > 0$ and $\xi \in \Omega$,

$$Vol_{n-1}(B_p \cap \xi^\perp) = \frac{p}{\pi(n-1)\Gamma((n-1)/p)} \int_0^\infty \prod_{k=1}^n \gamma_p(t\xi_k) dt.$$  

3. **Minimal sections of the $\ell^p_n$-balls, $0 < p < 2$.**

We need the following property of the functions $\gamma_p$ with $0 < p < 2$.

**Lemma 3.** For every $p \in (0, 2)$, the function $\gamma_p(\sqrt{t})$ is log-convex on $(0, \infty)$. In other words, the function $\frac{d}{dt} \gamma_p(t)/(t \gamma_p(t))$ is increasing on $(0, \infty)$. Also, for every $k, m \in \mathbb{N}$, $k < m$ and every $t > 0$, we have $\gamma_p^k(k^{-1/2}t) \gamma_p^{m-k}(0) \geq \gamma_p^m(m^{-1/2}t)$.

**Proof.** A well-known fact is that there exists a measure $\mu$ on $[0, \infty)$ whose Laplace transform is equal to $\exp(-t^{p/2})$. This is a stable measure, and its properties and asymptotic behavior of its density (which decreases at infinity as $|t|^{-1-p/2}$, up to a constant) are described, for example, in [8]. For every $z \in \mathbb{R}$, we have

$$\exp(-|z|^p) = \int_0^\infty \exp(-uz^2) \, d\mu(u).$$

Calculating the Fourier transform of both sides of the latter equality as functions of the variable $z$, we get, for every $t \in \mathbb{R}$,

$$\gamma_p(t) = \sqrt{2\pi} \int_0^\infty u^{-1/2} \exp(-t^2/4u) \, d\mu(u),$$

where the integral converges because of the asymptotics of the density of $\mu$ at infinity, as mentioned above. Now the fact that $\gamma_p^2(\sqrt{(t_1 + t_2)/2}) \leq \gamma_p(\sqrt{t_1}) \gamma_p(\sqrt{t_2})$ follows from the Cauchy-Schwarz inequality applied to the functions $\exp(-t_1/(8u))$ and $\exp(-t_2/(8u))$ and the measure $u^{-1/2} \, d\mu(u)$, where $t_1, t_2$ are arbitrary positive numbers. Therefore, the function $\gamma_p(\sqrt{t})$ is log-convex which implies the other two statements of Lemma 3. □

Now we are ready to find the minimal sections of $\ell^p_n$-balls.

**Theorem 2.** For every $p \in (0, 2)$ and every $\xi \in \Omega$,

$$\frac{p}{(n-1)\Gamma((n-1)/p)} \int_0^\infty \gamma_p^n(t/\sqrt{n}) \, dt \leq Vol_{n-1}(B_p \cap \xi^\perp) \leq \frac{p}{\pi(n-1)\Gamma((n-1)/p)} \int_0^\infty \prod_{k=1}^n \gamma_p(t\xi_k) dt.$$
\[
\frac{p}{\pi(n-1)\Gamma((n-1)/p)} \int_0^\infty \gamma_p(t) dt = \frac{2^{n-1}p(\Gamma(1+1/p))^{n-1}}{(n-1)\Gamma((n-1)/p)}
\]
with the left inequality turning into an equality if and only if \(|\xi_i| = 1/\sqrt{n}\) for every
i, and the upper bound occurs if and only if one of the coordinates of the vector \(\xi\)
is equal to \(\pm 1\) and the others are equal to zero.

Proof. Consider the function
\[
F(\xi_1, \ldots, \xi_n) = \int_0^\infty \gamma_p(t\xi_1) \cdots \gamma_p(t\xi_n) dt + \lambda(\xi_1^2 + \cdots + \xi_n^2 - 1),
\]
where \(\lambda\) is the Lagrange multiplier. It suffices to find the maximal and minimal
value of the function \(F\) in the positive octant under the condition \(\xi_1^2 + \cdots + \xi_n^2 = 1\).
To find the critical points of the function \(F\), we have to solve the system of equations
\[
\frac{\partial F}{\partial \xi_i}(\xi) = \int_0^\infty t \frac{\gamma_p'(t\xi_i)}{\xi_i \gamma_p(t\xi_i)} \prod_{k \neq i} \gamma_p(t\xi_k) dt + 2\lambda \xi_i = 0,
\]
where \(i = 1, \ldots, n\). For each \(i\) with \(\xi_i \neq 0\), we can write the latter equality in the
following form:
\[
(5.) \quad \int_0^\infty t \frac{\gamma_p'(t\xi_i)}{\xi_i \gamma_p(t\xi_i)} \prod_{k=1}^n \gamma_p(t\xi_k) dt = -2\lambda
\]
Since (by Lemma 3) the function \(\frac{\gamma_p'(t\xi_i)}{(\xi_i \gamma_p(t\xi_i))}\) is increasing and \(\gamma_p\) is non-
negative, we can have (5) for different values of \(i\) simultaneously only if the cor-
responding coordinates of the vector \(\xi\) are equal. Therefore, the critical points of
the function \(F\) are only those points \(\xi\) for which some of the coordinates are zero,
and the absolute values of the rest are equal. Hence, the problem is reduced to
comparing the values of \(F\) at the points \(\xi^{(k)}\), \(k = 1, \ldots, n\), where the first \(k\) coordinates
of \(\xi^{(k)}\) are equal to \(1/\sqrt{k}\) and the last \(n-k\) coordinates are equal to zero. It
follows from the inequality of Lemma 3 that the maximal value of \(F\) on the sphere
\(\Omega\) occurs at the point \(\xi^{(1)}\), and the minimal value is at the point \(\xi^{(n)}\). Now the
result of Theorem 2 follows from Corollary 1. \(\square\)
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