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Abstract

Instead of testing for unanimous agreement, I propose learning how broad of a consensus favors one distribution over another (of income, productivity, asset returns, test scores, etc.). Specifically, I propose statistical inference methods to learn about the set of utility functions for which one distribution has higher expected utility than another. With high probability, an “inner” confidence set is contained within this true set, while an “outer” confidence set contains the true set. Such confidence sets can be formed by inverting a proposed multiple testing procedure that controls the familywise error rate. Theoretical justification comes from empirical process results, given that very large classes of utility functions are generally Donsker (subject to finite moments). The theory additionally justifies a uniform (over utility functions) confidence band of expected utility differences, as well as tests with a utility-based “restricted stochastic dominance” as either the null or alternative hypothesis. Simulated and empirical examples illustrate the methodology.
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1 Introduction

Different individuals with different preferences can disagree about which of two distributions is better, so economists have considered ways to capture consensus. Within the standard expected utility framework, variations of stochastic dominance characterize when certain groups of people all agree which distribution is better, i.e., when expected utility is higher for one distribution given any utility function in a particular set. For example, first-order
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stochastic dominance requires higher expected utility for any (non-decreasing) utility function, whereas second-order stochastic dominance relaxes the requirement to only concave (risk-averse) utility functions.

This setup can be interpreted broadly. “Individuals” can be replaced by other agents or organizations (or “utility function” replaced by social welfare function), and the “distributions” could be of earnings, asset returns, productivity, scores, or other observable measures. Further, these could be conditional distributions, given partial information; for example, a firm could assess distributions only for firms with similar characteristics. The overall goal may be description (e.g., differences across countries in observational data) or causal inference and policy decision-making (e.g., comparing randomized treatment and control groups).

For both statistical and economic reasons, I propose methods to learn about the set of utility functions for which one distribution is preferred to another. Statistically, this set of utility functions provides more information than a single all-or-nothing hypothesis test of unanimous agreement (stochastic dominance). Even without unanimous agreement, it is helpful to know whether there is a broad consensus over a large set of realistic utility functions. Further, compared to testing a null hypothesis of stochastic dominance, my approach provides stronger evidence for a distribution being “better.” Incorrectly failing to reject a false null of dominance is a type II error, whose rate is not controlled. In contrast, I control the error probability of making even one incorrect claim that a utility function is in the true set (details below).

Economically, without unanimous agreement, the expected utility perspective differs from the cumulative distribution function (CDF) perspective. With unanimous agreement in the sense of first-order stochastic dominance, there are three equivalent characterizations: higher expected utility for any utility function; lower CDF; and higher quantile function. The stochastic dominance testing literature has leveraged this to construct CDF-based tests whose results can be interpreted in terms of expected utility. However, without unanimity, the equivalence disappears, so distinguishing the economic interpretations becomes important. My consensus set of utility functions has a direct economic interpretation, showing which types of individuals would prefer a particular distribution over another. These utility functions can be examined in light of estimates of utility function parameters like risk aversion. Alternatively, given the quantile utility maximization framework, the set of quantile indices at which one distribution has larger quantiles can be interpreted similarly, as the set of “types” of agents who would prefer that distribution. From the CDF perspective, for income or consumption distributions, the set of values at which one CDF is below the other can be interpreted as the set of possible poverty lines for which one distribution has a lower poverty rate; this is Atkinson’s (1987) “restricted stochastic dominance” (Condi-
tion I, p. 751), and “poverty” can be generalized to other types of distributions. These are all economically meaningful, yet all different, so it seems valuable to develop methodology supporting each perspective.

To quantify uncertainty about this set of utility functions for which one distribution is preferred, I propose “inner” and “outer” confidence sets. The inner confidence set is contained within the true set with high probability, while the outer confidence set contains the true set with high probability (similar to a confidence set for an identified set). The inner confidence set is thus conservative in the sense that it only contains utility functions from the true set with high probability, but it readily omits additional utility functions (from the true set) if there is too much uncertainty. The true set is “between” the inner and outer confidence sets with high probability.

These confidence sets can be constructed by inverting a multiple testing procedure. The inner confidence set contains all utility functions for which lower expected utility is rejected in favor of higher expected utility while controlling the familywise error rate. The probability of any false rejection is the probability of incorrectly including a utility function in the confidence set, so familywise error rate control implies correct coverage probability. The outer confidence set contains all utility functions for which higher expected utility is not rejected, using the same logic as Romano and Shaikh’s (2010) confidence set for the identified set (e.g., see Lemma 2.1, pp. 172–173). To choose among the many possible valid multiple testing procedures (and thus confidence sets), I use the same pointwise asymptotic size at each point.

To justify the multiple testing procedures and confidence sets, I use empirical process theory for the sample expected utility difference, indexed by utility functions. Because utility functions are non-decreasing, this process generally has a Gaussian limit, subject to certain finite moments. Further, this limit is consistently estimated by exchangeable bootstrap.

These theoretical results in turn justify other statistical methods. Uniform (over utility functions) confidence bands for the expected utility difference can be constructed; these are more informative than the confidence sets, but more difficult to communicate and comprehend. I also describe hypothesis tests for having higher expected utility for all utility functions in a specified set; the null can be either dominance or non-dominance, analogous to the CDF-based tests of non-dominance of Davidson and Duclos (2013).

There is a high-level parallel between my multiple testing (of the expected utility difference, over utility functions) and the multiple testing (of the CDF difference, over evaluation points) of Goldman and Kaplan (2018) and Kaplan (2019), but some practical and interpretive differences. Method 5 of Goldman and Kaplan (2018) is a multiple testing procedure for whether one CDF lies below another CDF at each possible point, i.e., it
tests $H_{0r}: F_a(r) \leq F_b(r)$ for all $r$ while controlling the (finite-sample) familywise error rate. Instead of multiple testing CDF inequalities point-by-point, I consider multiple testing expected utility inequalities function-by-function. That is, using the interpretation of Atkinson (1987), Goldman and Kaplan (2018) learn about the set of “poverty lines” for which one distribution is better than another in terms of lower “poverty rate,” whereas I learn about the set of utility functions for which one distribution is better than another in terms of higher expected utility. The CDF approach has natural advantages when data are top-coded or when the tails suffer from measurement error. The utility approach has advantages in economic interpretation and the potential to extend to utility functions of multiple variables.

My approach to learn about the consensus set can be applied to other distributional comparisons, too. For example, there are many proposed metrics to capture “inequality” within a distribution, but often they depend on a user-chosen parameter. Instead of picking one value (or several), we could learn about the set of parameter values for which one distribution is “better” (lower inequality), like such a set of $\epsilon$ in the Atkinson (1970) inequality index, or $\alpha$ in the Cowell and Flachaire (2017), eqn. (22) and §4.3) inequality index for ordinal variables. That is, we can try to learn about the set of user-chosen parameter values within which there is a consensus about one distribution being better. Other potential research questions are mentioned in the conclusion.

**Paper structure** Section 2 contains the core theoretical results. Section 3 describes multiple testing of negative/positive expected utility difference (over utility functions). Section 4 describes confidence sets for the set of utility functions with positive expected utility difference. Section 5 describes uniform confidence bands and hypothesis tests of utility restricted stochastic dominance. Sections 6 and 7 have empirical and simulation illustrations of the methodology and theory. Appendix A contains proofs not in the main text. Appendix B contains an example algorithm to compute bootstrap critical values.

**Notation** Following convention, let $\{G_n f : f \in \mathcal{F}\}$ denote the empirical process indexed by the set of functions $\mathcal{F}$, where $G_n \equiv \sqrt{n} (P_n - P)$ is the empirical process, $P$ is the true population measure, $P_n = n^{-1} \sum_{i=1}^{n} \delta_{x_i}$ is the empirical measure (where $\delta$ is the Dirac delta function), and $Q f \equiv \int f \, dQ$ for any measure $Q$, and let $\leadsto$ denote weak convergence. The two samples/populations are distinguished by superscript or subscript $a$ or $b$: $P^a f = E[f(Y^a)]$ for $Y^a \sim P^a$, $P^b f = E[f(Y^b)]$ for $Y^b \sim P^b$, $P^a_n f = n_a^{-1} \sum_{i=1}^{n_a} f(Y^a_i)$, $P^b_n f = n_b^{-1} \sum_{i=1}^{n_b} f(Y^b_i)$, and

$$G^a_n \equiv \sqrt{n_a} (P^a_n - P^a), \quad G^b_n \equiv \sqrt{n_b} (P^b_n - P^b), \quad G^\Delta_n \equiv \sqrt{n_a} [(P^a_n - P^b_n) - (P^a - P^b)]. \quad (1)$$
The statement $n \to \infty$ abbreviates $n_a, n_b \to \infty$. Let $\ell^\infty(\mathcal{F})$ denote the space of all bounded functions $\mathcal{F} \mapsto \mathbb{R}$, equipped with norm $\|g\|_\mathcal{F} = \sup_{f \in \mathcal{F}} |g(f)|$. Set difference $\setminus$ means $\mathcal{A} \setminus \mathcal{B} \equiv \{a : a \in \mathcal{A}, a \notin \mathcal{B}\}$. Acronyms used include those for confidence set (CS), constant relative risk aversion (CRRA), coverage probability (CP), cumulative distribution function (CDF), data-generating process (DGP), empirical CDF (ECDF), familywise error rate (FWER), multiple testing procedure (MTP), stochastic dominance (SD), and Vapnik–Chervonenkis (VC).

2 Theory

Section 2.1 concerns which classes of utility functions are Donsker. Given a Donsker class of utility functions, Section 2.2 establishes the Gaussian limit of the expected utility difference process, as well as bootstrap consistency.

2.1 Donsker classes of utility functions

This section considers the key technical condition for applying empirical process theory to expected utility: whether the specified set of utility functions is Donsker. Section 2.1.1 shows this holds very generally. Section 2.1.2 establishes the Donsker property of the popular but simple class of constant relative risk aversion (CRRA) utility functions under a weaker envelope function condition.

2.1.1 A large nonparametric class of utility functions

Corollary 3.1 of van der Vaart (1996) establishes that the class of essentially all utility functions is Donsker, subject to a common lower (or upper) bound and an envelope function with $2 + \delta$ moments. Below, the lower bound is stated as zero without loss of generality, because adding a constant to a utility functions does not affect the expected utility difference when comparing two distributions. That is, if utility function $f(x) = \tilde{f}(x) + c$ for constant $c$, and $Y^a$ and $Y^b$ are random variables, then

$$
\mathbb{E}[f(Y^a)] - \mathbb{E}[f(Y^b)] = \mathbb{E}[\tilde{f}(Y^a) + c] - \mathbb{E}[\tilde{f}(Y^b) + c] = \mathbb{E}[\tilde{f}(Y^a)] - \mathbb{E}[\tilde{f}(Y^b)].
$$

Lemma 1 (van der Vaart (1996), Cor. 3.1). The set $\mathcal{F}$ of non-decreasing utility functions $f : \mathbb{R} \mapsto \mathbb{R}_{\geq 0}$ is P-Donsker if $PF^{2+\delta} < \infty$ for some $\delta > 0$, where $F$ is an envelope function satisfying $0 \leq f \leq F$ for all $f \in \mathcal{F}$.

Proof. This is Corollary 3.1 of van der Vaart (1996).
2.1.2 A parametric utility function class

Consider the simple but popular CRRA utility

\[ f_\theta(x) = \begin{cases} 
  \frac{x^{1-\theta} - 1}{1 - \theta} & \text{if } \theta \geq 0 \text{ and } \theta \neq 1, \\
  \ln(x) & \text{if } \theta = 1.
\end{cases} \tag{2} \]

The parameter \( \theta \) represents risk aversion. With \( \theta = 0 \), \( f_0(x) = x - 1 \), which is risk-neutral. With \( \theta > 0 \), \( f_\theta(x) \) is concave in \( x \), which is risk-averse.

Lemma 2 states that the VC dimension is one. For any \( \theta \), \( f_\theta(1) = 0 \). For any other \( x \neq 1 \), \( f_\theta(x) \) is decreasing in \( \theta \). Thus, the subgraphs are nested, so the VC dimension is 1. The Donsker property follows if the envelope function is square integrable, or if the somewhat weaker condition in Theorem 2.6.8 of van der Vaart and Wellner (1996) holds. Depending on the distribution \((P)\), the envelope function condition may require bounding \( \theta \). Whether such a bound is economically restrictive depends on the value of the bound and the economic setting.

**Lemma 2.** Given (2), let \( \mathcal{F} = \{f_\theta : 0 \leq \theta < \bar{\theta}\} \), allowing \( \bar{\theta} = \infty \). The VC dimension of \( \mathcal{F} \) is one, and it is \( P \)-Donsker if \( PF^2 < \infty \), where \( F \) is the envelope function.

2.2 Asymptotic distributions

This section establishes the core theoretical results that justify the methods proposed later. Section 2.2.1 provides the Gaussian limit of the expected utility difference process (indexed by utility functions). Section 2.2.2 extends this result to suprema. Section 2.3 establishes exchangeable bootstrap consistency.

2.2.1 Limiting Gaussian process for expected utility difference

Theorem 3 states the Gaussian limit of the expected utility empirical process (indexed by utility functions), given the utility function class is Donsker and given Assumption A1. Assumption A1 states there are two iid samples, independent of each other, whose sample sizes are of the same magnitude; it is similar to Assumption 2 (page 75) in Barrett and Donald (2003), among others.

**Assumption A1.** Random variables \( Y_1^a, Y_2^a, \ldots \) are iid realizations of random variable \( Y^a \) with distribution \( P^a \). Independent of the \( Y_i^a \) are \( Y_1^b, Y_2^b, \ldots \), iid realizations of \( Y^b \) with distribution \( P^b \). The respective data samples are \( Y_i^a \) for \( i = 1, \ldots, n_a \) and \( Y_j^b \) for \( j = 1, \ldots, n_b \), where \( n_a/n_b = \lambda + o(1) \) as \( n_a, n_b \to \infty \).
Theorem 3. Let $\mathcal{F}$ be a $P^a$-Donsker and $P^b$-Donsker class of utility functions. Let Assumption A1 hold. Then, $\mathbb{G}^a_n \rightsquigarrow \mathbb{G}^a$ and $\mathbb{G}^b_n \rightsquigarrow \mathbb{G}^b$ in $\ell^\infty(\mathcal{F})$, where $\mathbb{G}^a$ and $\mathbb{G}^b$ are respectively $P^a$- and $P^b$-Brownian bridges, i.e., mean-zero Gaussian processes with covariance functions $E[\mathbb{G}^af\mathbb{G}^ag] = P^af g - P^af P^ag$ and $E[\mathbb{G}^bg\mathbb{G}^bg] = P^bf g - P^bf P^bg$, respectively, and they are independent ($\mathbb{G}^a \perp \perp \mathbb{G}^b$). Further, the convergence is joint: $(\mathbb{G}^a_n, \mathbb{G}^b_n) \rightsquigarrow (\mathbb{G}^a, \mathbb{G}^b)$.

Proof. Because $\mathcal{F}$ is $P^a$-Donsker and $P^b$-Donsker, the marginal results are immediate; e.g., see (2.1.1) and (2.1.2) in van der Vaart and Wellner (1996). There are only two processes, so the joint convergence follows from Theorem 1.4.8 of van der Vaart and Wellner (1996). □

Corollary 4 extends Theorem 3 to expected utility differences.

Corollary 4. Under the conditions of Theorem 3, $\mathbb{G}^\Delta_n \rightsquigarrow \mathbb{G}^\Delta$ in $\ell^\infty(\mathcal{F})$, where $\mathbb{G}^\Delta$ is a mean-zero Gaussian process with covariance function

$$E[\mathbb{G}^\Delta f \mathbb{G}^\Delta g] = P^af g - P^af P^ag + \lambda^2[P^bf g - P^bf P^bg].$$

Proof. Rearranging with algebra and applying Theorem 3

$$\sqrt{n_a/\lambda}[(\mathbb{G}^a - \mathbb{G}^a_n) - (P^a - P^a_n)] = \sqrt{n_a/\lambda}[\mathbb{G}^a - \mathbb{G}^a_n] \rightarrow \lambda \sqrt{n_a/\lambda}[\mathbb{G}^b - \mathbb{G}^b_n] \rightsquigarrow \mathbb{G}^\Delta \equiv \mathbb{G}^a - \lambda\mathbb{G}^b,$$

where the $\Delta$ superscript stands for “difference.” Both $\mathbb{G}^a$ and $\mathbb{G}^b$ are mean-zero, so $\mathbb{G}^\Delta$ is, too. Since additionally $\mathbb{G}^a \perp \perp \mathbb{G}^b$, the covariance function is

$$E[\mathbb{G}^\Delta f \mathbb{G}^\Delta g] = E[(\mathbb{G}^a - \lambda\mathbb{G}^b)f(\mathbb{G}^a - \lambda\mathbb{G}^b)g]$$

$$= E[\mathbb{G}^a f \mathbb{G}^a g] + \lambda^2 E[\mathbb{G}^b f \mathbb{G}^b g] - \lambda[E(\mathbb{G}^a f \mathbb{G}^b g) + E(\mathbb{G}^b f \mathbb{G}^a g)]$$

$$= P^af g - P^af P^ag + \lambda^2[P^bf g - P^bf P^bg]$$

$$- \lambda[E(\mathbb{G}^a f)E(\mathbb{G}^a g)] + E(\mathbb{G}^b f)E(\mathbb{G}^b g)] = 0.$$ □

2.2.2 Distributions of suprema

The distributions of maximal $t$-statistics are useful for inference. Denote the pointwise (scalar) variance of $\mathbb{G}^\Delta f$ as

$$\sigma_f^2 \equiv \text{Var}(\mathbb{G}^\Delta f) = P^af^2 - (P^af)^2 + \lambda^2[P^bf^2 - (P^bf)^2],$$

(3)
with $\hat{\sigma}_f$ an estimator like $\hat{\hat{\sigma}}$. For $\mathcal{S} \subseteq \mathcal{F}$, using notation from (1), define

$$T_f \equiv \mathbb{G}^\Delta f / \sigma_f, \quad T^\mathcal{S} \equiv \sup_{f \in \mathcal{S}} T_f, \quad T^{\mathcal{S} \wedge} \equiv \inf_{f \in \mathcal{S}} T_f, \quad |T|^{\mathcal{S} \vee} \equiv \sup_{f \in \mathcal{S}} |T_f|, \quad (4)$$

$$\hat{T}_f \equiv \mathbb{G}_n^\Delta f / \hat{\sigma}_f, \quad \hat{T}^\mathcal{S} \equiv \sup_{f \in \mathcal{S}} \hat{T}_f, \quad \hat{T}^{\mathcal{S} \wedge} \equiv \inf_{f \in \mathcal{S}} \hat{T}_f, \quad |\hat{T}|^{\mathcal{S} \vee} \equiv \sup_{f \in \mathcal{S}} |\hat{T}_f|. \quad (5)$$

The corresponding limit distributions are given in Corollary 5, under Assumptions A2 and A3. Assumption A3 is satisfied by the bootstrap estimator in (8), among other possibilities.

**Assumption A2.** The pointwise variances $\sigma_f^2$ from (3) are uniformly (over $f \in \mathcal{F}$) bounded away from zero.

**Assumption A3.** The estimators $\hat{\sigma}_f$ are uniformly consistent: $\sup_{f \in \mathcal{F}} |\hat{\sigma}_f - \sigma_f| \overset{p}{\rightarrow} 0$.

**Corollary 5.** Let the conditions for Corollary 4 hold along with Assumptions A2 and A3. Then,

$$\hat{T}_f \overset{d}{\rightarrow} T_f \sim N(0, 1) \text{ for each } f \in \mathcal{F}, \quad \hat{T}^\mathcal{S} \overset{d}{\rightarrow} T^\mathcal{S}, \quad \hat{T}^{\mathcal{S} \wedge} \overset{d}{\rightarrow} T^{\mathcal{S} \wedge}, \quad |\hat{T}|^{\mathcal{S} \vee} \overset{d}{\rightarrow} |T|^{\mathcal{S} \vee}. \quad (6)$$

**Proof.** This follows from $\hat{T}_f \equiv \mathbb{G}_n^\Delta f / \hat{\sigma}_f = \mathbb{G}_n^\Delta f / \sigma_f + o_p(1)$ uniformly over $f \in \mathcal{F}$ (by A2 and A3) and the continuous mapping theorem applied to Corollary 4.

### 2.3 Exchangeable bootstrap consistency

The exchangeable bootstrap consistently estimates the limiting Gaussian process $\mathbb{G}^\Delta$ from Corollary 4. This provides an alternative to simulating from a version of $\mathbb{G}^\Delta$ with explicitly estimated covariance function. Special cases of exchangeable bootstrap include the empirical bootstrap (multinomial weights), Bayesian bootstrap, $m$-out-of-$n$ bootstrap, and subsampling. See Theorem 3.6.13 and equation (3.6.8) of van der Vaart and Wellner (1996, p. 354–355) for conditions on measurability and general weights. The conditions on the weights are stated in A4.

**Assumption A4.** For $n = n_a$ or $n = n_b$, let $(\tilde{W}_{n_1}, \ldots, \tilde{W}_{n_n})$ denote the exchangeable random vector of nonnegative weights, independent of the data. Denote the average $\bar{W}_n \equiv n^{-1} \sum_{i=1}^n \tilde{W}_{n_i}$. Further, as in (3.6.8) of van der Vaart and Wellner (1996, p. 354),

$$\sup_n \|\tilde{W}_{n1} - \bar{W}_n\|_{2,1} \equiv \sup_n \int_0^\infty \sqrt{P(\|\tilde{W}_{n1} - \bar{W}_n\| > x)} \, dx < \infty,$$

$$n^{-1/2} \max_{1 \leq i \leq n} |\tilde{W}_{ni} - \bar{W}_n| \overset{p}{\rightarrow} 0, \quad n^{-1} \sum_{i=1}^n (\tilde{W}_{ni} - \bar{W}_n)^2 \overset{p}{\rightarrow} c^2 > 0.$$
Notationally, denote the bootstrap empirical process (difference) adjusted for $c$ as

\[
\tilde{G}_n^\Delta \equiv \sqrt{n_a}[(\tilde{P}_a^n - \tilde{P}_b^n) - (\tilde{W}_a^n - \tilde{W}_b^n)]/c,
\]

\[
\tilde{P}_a^n \equiv \frac{1}{n_a} \sum_{i=1}^{n_a} \tilde{Y}_i \delta_{y_i}, \quad \tilde{P}_b^n \equiv \frac{1}{n_b} \sum_{i=1}^{n_b} \tilde{Y}_i \delta_{y_i},
\]

where $(\tilde{W}_a^a, \ldots, \tilde{W}_a^n)$ and $(\tilde{W}_b^b, \ldots, \tilde{W}_b^n)$ are the exchangeable random vectors of bootstrap weights with respective averages $\tilde{W}_a^a$ and $\tilde{W}_b^b$. Analogous to (4) and (5), let

\[
\tilde{T}_f \equiv \tilde{G}_n^\Delta f/\hat{\sigma}_f, \quad \tilde{T}_S^\vee \equiv \sup_{f \in S} \tilde{T}_f, \quad \tilde{T}_S^\wedge \equiv \inf_{f \in S} \tilde{T}_f, \quad |\tilde{T}|^\vee \equiv \sup_{f \in S} |\tilde{T}_f|.
\]

A bootstrap estimator of $\sigma_f$ suggested by Chernozhukov, Fernández-Val, and Melly (2013, p. 2222–2223) is the scaled interquartile range. Letting $z_{\alpha}$ denote the $\alpha$-quantile of the standard normal distribution and letting $(\tilde{G}_n^\Delta f)^{0.75} - (\tilde{G}_n^\Delta f)^{0.25}$, (8) holds.


**Theorem 6.** Let the assumptions of Corollary 5 hold, as well as Assumption A4 with the same $c$ for both samples. Also, as in Theorem 3.6.13 of van der Vaart and Wellner (1996, p. 355), assume measurability of the functions in $\mathcal{F}$ such that $\mathcal{F}_\delta$ is measurable for each $\delta > 0$, where $\mathcal{F}_\delta \equiv \{ f - g : f, g \in \mathcal{F}, \rho_P(f - g) < \delta \}$ as in van der Vaart and Wellner (1996, p. 350) for both $P = P^a$ and $P = P^b$, with $\rho_P(f) \equiv \sqrt{P(f - Pf)^2}$ the variance seminorm as on page 89 of van der Vaart and Wellner (1996). Then, conditional on almost all sequences of data, $\tilde{G}_n^\Delta \Rightarrow G^\Delta$ in $\ell^\infty(\mathcal{F})$. Further,

\[
\tilde{T}_S^\vee \Rightarrow T_S^\vee, \quad \tilde{T}_S^\wedge \Rightarrow T_S^\wedge, \quad |\tilde{T}|^\vee \Rightarrow |T|^\vee.
\]

Consequently, the bootstrap critical values (quantiles) are consistent: letting subscript $1 - \alpha$ denote the $(1 - \alpha)$-quantile of a random variable,

\[
\tilde{T}_{1-\alpha}^\vee \Rightarrow T_{1-\alpha}^\vee, \quad \tilde{T}_{1-\alpha}^\wedge \Rightarrow T_{1-\alpha}^\wedge, \quad |\tilde{T}|_{1-\alpha}^\vee \Rightarrow |T|_{1-\alpha}^\vee.
\]

**Proof.** For $\tilde{G}_n^\Delta$, the result is from Theorem 3.6.13 of van der Vaart and Wellner (1996, p. 355), with the adjustment for $c$ in (6) above instead of in the limiting process.

For the suprema, the results hold by the continuous mapping theorem.

For the critical values (quantiles), consistency follows because the limit distributions are all continuous.
Appendix B contains an example algorithm for computing bootstrap critical values.

3 Multiple testing

The results in Section 2 help justify a multiple testing procedure (MTP). The same notation continues: \( \mathcal{F} \) is a large set of utility functions, and for element \( f \in \mathcal{F} \), \( P^a f \equiv \mathbb{E}[f(Y^a)] \) and \( P^b f \equiv \mathbb{E}[f(Y^b)] \), so an individual with utility \( f \) prefers \( Y^a \) if \( P^a f - P^b f > 0 \). Define

\[
H_{0f} : P^a f - P^b f \leq 0, \quad H_{1f} : P^a f - P^b f > 0, \quad \text{for each } f \in \mathcal{F}.
\] (9)

That is, given utility function \( f \), the null hypothesis \( H_{0f} \) is true if expected utility is higher for \( Y^b \) than \( Y^a \), and the null is false (and the alternative \( H_{1f} \) true) if expected utility is higher for \( Y^a \). Define the set of utility functions for which \( Y^b \) is preferred (so the null is true) as

\[
\mathcal{F}_T \equiv \{ f : P^a f - P^b f \leq 0 \} = \{ f : H_{0f} \text{ is true} \}.
\] (10)

As in Lehmann and Romano (2005, § 9.1), the familywise error rate (FWER) is

\[
\text{FWER} \equiv \mathbb{P}\text{(reject any } H_{0f} \text{ with } f \in \mathcal{F}_T),
\] (11)

and strong control of FWER at level \( \alpha \) means FWER \( \leq \alpha \) given any \( \mathcal{F}_T \) (as opposed to “weak control” for only \( \mathcal{F}_T = \mathcal{F} \).

Section 3.1 describes a basic procedure for testing each \( H_{0f} \) in (9) with strong control of FWER. Section 3.2 discusses how to apply refinements from the multiple testing literature.

3.1 Basic multiple testing procedure

Proposition 7 shows the strong FWER control of the MTP in Method 1.

Method 1. Reject \( H_{0f} \) when \( \hat{T}_f > \tilde{T}_{1-\alpha}^{\mathcal{F}, \mathcal{V}} \), with notation from (5) and Theorem 6 and critical value computed by Method 7.

Proposition 7. Given Proposition 9, Method 1 has strong control of FWER at level \( \alpha \).

3.2 Power refinements

3.2.1 Stepdown procedure

A stepdown procedure in the spirit of Holm (1979) (see also Lehmann and Romano, 2005, Ch. 9) can improve the basic MTP’s power while maintaining strong control of FWER. Although
stepdown procedures are not uniformly better because in some cases FWER increases (but never above $\alpha$), they are often preferred.

Method 2 describes a stepdown procedure whose asymptotic strong control of FWER is given in Proposition 8. The general argument is the same as usual: if any initially-rejected $H_{0f}$ is true, then a familywise error is already committed, so further false rejections do not affect FWER; and if all initially-rejected $H_{0f}$ are false, then the critical value can be appropriately adjusted to reflect $F_T$ being smaller than initially thought (because type I errors are only possible for $H_{0f}$ with $f \in F_T$, and only the number of true $H_{0f}$ determines the necessary multiple testing adjustment).

**Method 2** (stepdown procedure). The stepdown MTP proceeds as follows.

1. Run Method 1 compute $\hat{T}_f$ as in (5) for all $f$, and reject all $H_{0f}$ for which $\hat{T}_f > \hat{T}_1^{F\lor}$. Let $\hat{K}^{(0)} = F$. Let iteration counter $i = 1$.
2. Let $\hat{K}^{(i)} = \{ f : H_{0f} not \ yet \ rejected \}$. If $\hat{K}^{(i)} = \emptyset$ or $\hat{K}^{(i)} = \hat{K}^{(i-1)}$, then stop.
3. Using the same bootstrap draws from Step 1 use Method 7 with $S = \hat{K}^{(i)}$ to compute bootstrap critical value $\tilde{T}_{1-\alpha}^{\hat{K}^{(i)} \lor}$.
4. Reject any additional $H_{0f}$ for which $\hat{T}_f > \tilde{T}_{1-\alpha}^{\hat{K}^{(i)} \lor}$.
5. Increment $i$ by one and return to Step 2.

**Proposition 8.** Method 2 tests (9) with strong control of asymptotic FWER at level $\alpha$.

### 3.2.2 Other multiple testing refinements and approaches

Besides the stepdown procedure, a pre-test could be used. As usual, the objective is to identify $H_{0f}$ that are not close to binding and can be removed from consideration, which allows a smaller critical value and thus better power. Here, $H_{0f}$: $P^a f - P^b f \leq 0$, so removing $f$ where $P^a f - P^b f \ll 0$ can improve power; e.g., one could remove all $H_{0f}$ for which $f \notin \hat{D}_2$, where $\hat{D}_2$ is a confidence set from Proposition 9 but with confidence level $1 - \tilde{\alpha}$ for small $\tilde{\alpha}$. A pre-test could be further combined with the stepdown procedure in Method 2 starting with $\hat{K} = F \setminus \hat{D}_2$ in the first iteration.

Besides FWER, other error rates could be used. For example, $k$-FWER is the probability of at least $k$ familywise errors; the FWER used above implicitly has $k = 1$. The false discovery rate or other measures could also be used, as well as Bayesian approaches. However, only FWER-controlling MTPs can be inverted into confidence sets as in Section 4.


4 Confidence sets

An MTP from Section 3 can be inverted into a confidence set (CS). Define the subset \( D \) of utility functions preferring \( Y^a \) over \( Y^b \) as

\[
D \equiv \{ f \in F : P^a f > P^b f \}.
\]

(12)

This \( D \) captures how big (or small) a consensus prefers \( Y^a \).

Method 3 describes “inner” and “outer” CSs for \( D \). Asymptotically, the inner CS \( \hat{D}_1 \) is contained inside \( D \) with at least \( 1 - \alpha \) probability, whereas the outer CS \( \hat{D}_2 \) contains \( D \) with at least \( 1 - \alpha \) probability. Mathematically,

\[
\lim_{n \to \infty} P(\hat{D}_1 \subseteq D) \geq 1 - \alpha, \quad \lim_{n \to \infty} P(\hat{D}_2 \supseteq D) \geq 1 - \alpha.
\]

(13)

“Two-sided” CS pairs are described in terms of a uniform band (Section 5.1), satisfying

\[
\lim_{n \to \infty} P(\hat{D}_1 \subseteq D \subseteq \hat{D}_2) \geq 1 - \alpha.
\]

(14)

Method 3. Inner CS: run an MTP of \( H_0 : P^a f - P^b f \leq 0 \) over \( f \in F \) with strong control of FWER at level \( \alpha \) (like Methods 1 and 2); then, \( \hat{D}_1 = \{ f \in F : \text{MTP rejects } H_0 \} \). Outer CS: run an MTP of \( H_0 : P^a f - P^b f \geq 0 \) and let \( \hat{D}_2 = \{ f \in F : \text{MTP does not reject } H_0 \} \). Joint/two-sided CS pair: compute two-sided uniform confidence band \( \hat{b}_1(\cdot) \) and \( \hat{b}_2(\cdot) \) using Method 4, then let \( \hat{D}_1 = \{ f \in F : \hat{b}_1(f) > 0 \} \) and \( \hat{D}_2 = \{ f \in F : \hat{b}_2(f) > 0 \} \).

Proposition 9. Given (12) and Propositions 7 and 8, the inner and outer CSs in Method 3 satisfy (13). Given (12) and Proposition 10, the joint CS pair in Method 3 satisfies (14).

5 Other methods

Section 5.1 describes uniform (over utility functions) confidence bands for the expected utility difference. Section 5.2 describes hypothesis tests for utility restricted stochastic dominance, with either dominance or non-dominance as the null.

5.1 Uniform confidence bands

This section considers uniform (over \( f \in F \)) confidence bands for the expected utility difference \( P^a f - P^b f \). Let \( \hat{b}_1 : F \mapsto \mathbb{R} \) and \( \hat{b}_2 : F \mapsto \mathbb{R} \) denote the lower and upper confidence

\[^1\text{Thanks to Tim Armstrong for pointing this out.}\]
band functions. The goal is uniform $1 - \alpha$ asymptotic coverage:

$$1 - \alpha = \lim_{n \to \infty} P\{\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f) \text{ for all } f \in \mathcal{F}\}. \quad (15)$$

Such bands contain the most information among all inference methods proposed in this paper, but they are also the most difficult to comprehend (and thus communicate). Methods 1, 3, and 5 can all be characterized as summaries of the uniform confidence band. Such summaries improve comprehension at the cost of information loss. At one extreme of the information–comprehension spectrum, the uniform band consists of a range of values for each $f \in \mathcal{F}$; at the other extreme, the tests in Section 5.2 consist of only a binary decision (reject or not). The multiple testing procedure and confidence sets provide a balance, improving comprehension while retaining information across $f \in \mathcal{F}$.

Method 4 constructs uniform bands whose asymptotic coverage is in Proposition 10.

Method 4 (uniform confidence bands). First, run Method 7, with the value of $\alpha$ needed below and $S = \mathcal{F}$. (As in Method 7, in practice usually $S$ is replaced by a fine grid.) For a symmetric two-sided uniform $1 - \alpha$ confidence band,

$$\hat{b}_1(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f - |\hat{T}| [1_\alpha^\vee \hat{\sigma}_f] / \sqrt{n_a}, \quad \hat{b}_2(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f + |\hat{T}| [1_\alpha^\wedge \hat{\sigma}_f] / \sqrt{n_a}. \quad (16)$$

For a one-sided uniform $1 - \alpha$ confidence band, either

$$\hat{b}_1(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f - \hat{T} [1_\alpha^\vee \hat{\sigma}_f] / \sqrt{n_a}, \quad \hat{b}_2(f) = \infty, \quad \text{or} \quad \hat{b}_2(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f - \hat{T} [1_\alpha^\wedge \hat{\sigma}_f] / \sqrt{n_a}, \quad \hat{b}_1(f) = -\infty. \quad (17)$$

For an “equal-tailed” two-sided band (that may be conservative),

$$\hat{b}_1(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f - \hat{T} \sqrt{1_\alpha^\vee \hat{\sigma}_f} / \sqrt{n_a}, \quad \hat{b}_2(f) = (\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f - \hat{T} \sqrt{1_\alpha^\wedge \hat{\sigma}_f} / \sqrt{n_a}. \quad (18)$$

Proposition 10. Given Theorem 6, the bands in (16) and (17) in Method 4 have exact asymptotic uniform coverage probability (i.e., satisfy (15)), and the band in (18) has asymptotic uniform coverage probability of at least $1 - \alpha$.

5.2 Testing utility restricted dominance and non-dominance

Define pointwise $t$-statistics centered at zero (instead of at $P^a f - P^b f$ as with $\hat{T}_f$ in (5)),

$$\hat{T}^0_f \equiv \sqrt{n_a}(\mathbb{P}_{n}^a - \mathbb{P}_{n}^b) f / \hat{\sigma}_f. \quad (19)$$

These are the $t$-statistics for testing $H_{0f}: P^a f - P^b f = 0$ (or $\leq 0$ or $\geq 0$).
Section 5.2.1 considers testing the null hypothesis of utility restricted stochastic dominance, whereas Section 5.2.2 takes dominance as the alternative hypothesis (and thus non-dominance as the null). As noted by Davidson and Duclos (2013, pp. 88–89), strong and weak dominance cannot be distinguished statistically, so in this paper the choice of strict or weak inequality is made to optimize intuition or notational convenience.

5.2.1 Testing the null of utility restricted stochastic dominance

Define the null hypothesis of stochastic dominance restricted to \( F \) (and the alternative of non-dominance) as

\[ H_0: Y^b \ SD F Y^a \iff P^a f - P^b f \leq 0 \text{ for all } f \in F, \]

\[ H_1: Y^b \ nonSD F Y^a \iff P^a f - P^b f > 0 \text{ for some } f \in F. \]  (20)

Method 5 describes a test whose asymptotic size control is given in Proposition 11.

Method 5 (test of SD
\( F \)). Compute \( \hat{T}_f^0 \) from (19) for each \( f \in F \). In the notation of (17) and (20), reject \( H_0: Y^b \ SD F Y^a \) in favor of \( H_1: Y^b \ nonSD F Y^a \) when \( \sup_{f \in F} \hat{T}_f^0 > \tilde{T}_{1-\alpha}^{F \vee} \).

Equivalently: construct a one-sided \( 1 - \alpha \) uniform confidence function \( \hat{b}_1(\cdot) \) as in Method 4 and reject when \( \hat{b}_1(f) > 0 \) for some \( f \in F \).

Proposition 11. Given Corollary 3 and Theorem 6, Method 5 has asymptotic size \( \alpha \).

5.2.2 Testing the null of non-dominance

Now define the null and alternative hypotheses as

\[ H_0: Y^a \ nonSD F Y^b \iff P^a f - P^b f \leq 0 \text{ for some } f \in F, \]

\[ H_1: P^a f - P^b f > 0 \text{ for all } f \in F. \]  (21)

Testing (21) using the band in Method 4 is valid but conservative. If \( \hat{b}_1(f) > 0 \) for all \( f \in F \), then nonSD can be rejected at level \( \alpha \) in favor of dominance. The band excludes the true \( P^a f - P^b f \) with probability \( \alpha \), so given \( P^a f - P^b f < 0 \) for some \( f \), there is only \( \alpha \) probability of rejecting, i.e., of a band with \( \hat{b}_1 \geq 0 \). The condition \( \hat{b}_1(f) > 0 \) for all \( f \in F \) is equivalent to \( \inf_{f \in F}(\mathbb{P}_n - \mathbb{P}_n^b)f - \tilde{T}_{1-\alpha}^{F \vee} \hat{\sigma}_f/\sqrt{n} > 0 \), which is equivalent to \( \inf_{f \in F} \sqrt{n}(\mathbb{P}_n - \mathbb{P}_n^b)f/\hat{\sigma}_f > \tilde{T}_{1-\alpha}^{F \vee} \), or \( \inf_{f \in F} \hat{T}_f^0 > \tilde{T}_{1-\alpha}^{F \vee} \).

Power can be improved by decreasing the critical value \( \tilde{T}_{1-\alpha}^{F \vee} \) to the standard normal \( z_{1-\alpha} \), while still controlling asymptotic size. The idea is similar to Theorem 2.2 (pages 853–854) of Kaur, Prakasa Rao, and Singh (1994) for testing second-order restricted non-dominance over a range of CDF evaluation points (instead of utility functions).
Method 6 describes the test, whose asymptotic size control is given in Proposition 12.

Method 6 (test of nonSD$_F$). Compute $\hat{T}_f^0$ from (19), for $f \in F$. In the notation of (21), reject $H_0: Y^a$ nonSD$_F Y^b$ in favor of $H_1: Y^a$ SD$_F Y^b$ when $\inf_{f \in F} \hat{T}_f^0 > z_{1-\alpha}$, where $z_{1-\alpha}$ is the $(1 - \alpha)$-quantile of the N(0, 1) distribution.

**Proposition 12.** Given Corollary 5, the asymptotic size of the test in Method 6 is $\alpha$.

### 6 Empirical

To illustrate the results and interpretations of the new methodology, it is applied in various empirical examples in this section. In particular, the utility function inner confidence set (CS) from Method 3 is shown alongside the two empirical CDFs and the CDF-based inner CS of Goldman and Kaplan (2018).

The utility function universe $F$ contains shifted CRRA utility functions. Specifically,

$$F = \{f_{\theta,s} : 0 \leq \theta \leq 3, \underline{s} \leq s \leq \bar{s}\}, \quad f_{\theta,s}(y) = \begin{cases} \ln(y - s) & \text{if } \theta = 1, \\ \frac{(y-s)^{1-\theta}}{1-\theta} & \text{if } \theta \neq 1, \end{cases}$$

where the range of shifts $[\underline{s}, \bar{s}]$ depends on the example. The shift $y - s$ can be interpreted as having a “subsistence level” $s$, or simply as a recentering. The $\theta$ is the usual risk aversion parameter.

For comparison, I report an inner CS for the range of values on which the better distribution’s CDF lies below the other distribution’s CDF. In the context of income or consumption, as in Atkinson (1987), this can be interpreted as an inner CS for the set of poverty lines $v$ for which the better distribution has lower headcount poverty. More generally, it is an inner CS for the set of values $v$ for which the better population has a lower probability of a value below $v$ (or equivalently, higher probability of a value above $v$). To define such an inner CS formally, let $F_a(\cdot)$ and $F_b(\cdot)$ be the two CDFs, and let

$$V \equiv \{y : F_a(y) < F_b(y), y \in \mathbb{R}\}.$$ 

That is, $V$ is the set of values on which there is CDF-based restricted first-order stochastic dominance in the sense of Atkinson (1987, Condition I, p. 751), parallel to how $D$ is the set of utility functions on which there is restricted stochastic dominance in the sense of this paper. Parallel to $\hat{D}_1$, the inner CS $\hat{V}_1$ should satisfy $P(\hat{V}_1 \subseteq V) \geq 1 - \alpha + o(1)$ for confidence level $1 - \alpha$.

---

2Additional examples are at [https://faculty.missouri.edu/kaplandm](https://faculty.missouri.edu/kaplandm)
An inner CS with finite-sample coverage $\mathbb{P}(\hat{V}_1 \subseteq V) \geq 1 - \alpha$ is produced by Method 5 of Goldman and Kaplan (2018, p. 153). Although they frame the method in terms of multiple testing and strong control of FWER, it is equivalent to an inner CS for the same reasons given in Sections 3 and 4, most formally in the proof of Proposition 7. Explicitly, Theorem 9 of Goldman and Kaplan (2018, p. 155) establishes strong control of FWER for their multiple testing procedure (Method 5) of $H_{0y}: F_a(y) \geq F_b(y)$ over $y \in \mathbb{R}$. The corresponding inner CS is

$$\hat{V}_1 = \{y : H_{0y} \text{ rejected}\}.$$ 

The finite-sample coverage probability follows:

$$\mathbb{P}(\hat{V}_1 \subseteq V) = \mathbb{P}(\text{only false } H_{0y} \text{ rejected}) = 1 - \mathbb{P}(\text{falsely reject at least one true } H_{0y}) $$

$$= 1 - \text{FWER} \geq 1 - \alpha.$$ 

Code and data to replicate all results are publicly available. The code is on my website and partly uses datasets in the R (R Core Team, 2020) package wooldridge (Shea, 2018), based on Wooldridge (2020). Details like variable names are generally omitted below because they are readily seen in the provided code.

Unless otherwise noted, $\alpha = 0.05$ (one-sided) and 199 bootstrap replications were used.

6.1 Job training

I analyze data from two different job training programs. First, I use the same sample of Job Training Partnership Act (JTPA) data analyzed by Abadie, Angrist, and Imbens (2002) and Kaplan and Sun (2017), who both find larger effects at larger quantiles. Second, I use the National Supported Work (NSW) Demonstration data in the wooldridge package’s jtrain2 dataset. In both cases, I compare individuals randomly assigned job training to those who were not assigned, i.e., I examine the intention-to-treat effect on the earnings distribution.

Both the CDF-based and utility-based inner CSs have meaningful economic interpretations. The former object of interest is the set of earnings values $v$ such that the treatment-assigned distribution has a higher probability of at least $v$ earnings than the not-assigned distribution. The latter object of interest is the set of utility functions for which the treatment-assigned earnings distribution yields higher expected utility. Although this could be interpreted from the perspective of an individual with no information about their place in the distribution, it seems better interpreted in terms of social welfare. For example, we could ask whether an individual with a particular utility function would rather be randomly born
into a world with the treatment-assigned earnings distribution or the not-assigned distribution; then, we want to learn how broad a consensus (in terms of different utility functions) agrees that the treatment-assigned distribution is superior. For both the CDF and utility analysis, a large inner CS provides strong statistical support of consensus because there is high probability \((1 - \alpha)\) that the true set is even larger than the inner CS.

Figure 1: Earnings by job training offer status.

Figure 1 shows the JTPA results. The outcome variable is 30-month earnings after the training period. Because the intention-to-treat effects are relatively small, \(\alpha = 0.1\) is used. The left graph shows that the training-assigned empirical CDF is below the not-assigned empirical CDF everywhere, but by a slim margin. The CDF-based inner CS contains some values around $50,000 (around the 90th percentile), but most of the empirical CDF differences are not statistically significant when accounting for multiple testing across the entire distribution.

Figure 1's right graph shows the utility function inner CS for the JTPA data. Here, the shift \(s\) includes negative values to account for the fact that even individuals with zero earnings do not have zero consumption. Only small values of \(\theta\) (below 0.4) are included in the inner CS. This makes sense because the lower part of the training-assigned distribution is actually worse: although it has slightly fewer zero values (10.3\% instead of 10.4\%), it has lower 11th through 18th percentile values than the not-assigned distribution. Although possibly this is due to sampling error, it makes it impossible to be statistically certain that the training-assigned distribution is better with any substantial degree of risk aversion. But, due to having larger upper percentiles, the training distribution is preferred at a relatively high confidence level given utility functions closer to the risk-neutral \(\theta = 0\).

Figure 2 shows the NSW results, with \(\alpha = 0.025\). The outcome variable is earnings in 1978 (in $1000s). The left graph shows the training-assigned empirical CDF is even farther
below the not-assigned empirical CDF than in the JTPA data, but again the CDF-based inner CS is very small. (Even with $\alpha = 0.1$ as used for JTPA, the inner CS remains small.)

Figure 2’s right graph shows the utility function inner CS for the NSW data. Contrasting the nearly-empty CDF-based inner CS, this inner CS includes most of the utility functions considered, which includes a much larger range of $\theta$ than for JTPA. Both smaller and larger $\theta$ are included. The inclusion of small $\theta$ (less risk-averse) reflects the larger gains from training in the upper part of the distribution, similar to JTPA. The inclusion of larger $\theta$ (more risk-averse) reflects the large difference at the very bottom of the distribution, including at zero, which was not true for JTPA. This lower-tail benefit becomes more important as $\theta$ increases. Although there is a gap in the middle of the CS, reflecting greater statistical uncertainty for middle levels of risk aversion, increasing from $\alpha = 0.025$ to $\alpha = 0.05$ enlarges the inner CS to cover all points in the graph.

6.2 Birthweight

The dataset `bwght` in the `wooldridge` package contains data originally from the 1988 National Health Interview Survey. The outcome variable is birthweight in ounces (100oz is 2835g). Other variables used here include mother’s cigarette-smoking during pregnancy and child’s race.

Generally, higher birthweights result in better health outcomes for the infant, but this is most important at the lowest end of the distribution and decreasingly so at higher birthweights. That is, preferences over birthweights are best represented by concave utility functions. Although there is a formal definition of “low birthweight” (below 88oz), 89oz infants do not magically thrive while 87oz infants fail to. For the CDF analysis, extending the
poverty interpretation of \cite{Atkinson1987}, we can imagine preferring the distribution with less “low birthweight” according to threshold $v$, and constructing an inner CS for the true set of $v$ for which one distribution is preferred in these terms.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Birthweight by cigarette smoking.}
\end{figure}

Figure 3 compares the birthweight distributions by whether or not the mother smoked cigarettes during pregnancy. As expected, the empirical CDF of the non-smoker distribution lies below that of the smoker distribution, and the CDF-based inner CS contains a wide range of values, from 90oz to some over 140oz. However, it does not include any values below the official low birthweight threshold of 88oz, where the differences become too small for statistical certainty. The utility function inner CS (right graph) contains a wide range of $\theta$, even beyond $\theta = 3$ when $s = 0$. Ideally, one could more carefully construct a medically-informed family of utility functions.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Birthweight by cigarette smoking (higher-educated, white).}
\end{figure}

Figure 4 repeats Figure 3 for the more homogeneous subgroup of white infants whose
mothers have at least some post-secondary education. Besides greater uncertainty from the smaller sample size ($n = 505$ instead of $n = 1308$), even the empirical CDFs now fail to show any meaningful difference in terms of “low birthweight” below 88 oz. The CDF-based inner CS includes some ranges of values around 130 oz, but these are already above-average birthweights. Because the difference is mostly in the upper part of the distribution, the utility function inner CS does not include as many larger values of $\theta$ as in Figure 3.

6.3 Union membership

For studying wage distributions by union membership, the CDF-based and utility-based inner CSs have different interpretations. The former object of interest is the set of all points $v$ for which the union wage distribution has lower probability of being below $v$ than the non-union distribution. The latter object of interest is the set of utility functions for which the union distribution yields higher expected utility. Higher expected utility could be interpreted from the societal perspective in terms of the thought experiment: given a particular utility function, would I prefer to be randomly reincarnated as a union worker or non-union worker? As always, the inner CS is “conservative” in that there is high probability ($1 - \alpha$) that the true set is even larger than the inner CS. Thus, a “large” inner CS provides strong evidence of consensus ranking of the union and non-union distributions.

Figure 5 shows the results for hourly wage distributions by union membership, with $\alpha = 0.005$ due to the large sample size ($n = 1260$). The union wage empirical CDF lies below the non-union empirical CDF over most of the distribution (by a statistically significant amount), but the empirical CDFs cross around the 90th percentile. That is, although the union empirical distribution is not stochastically dominant over the non-union empirical
distribution at the first order, it is second-order stochastically dominant. This is reflected by the large utility inner CS that in particular contains larger values of $\theta$ (more risk-averse). This shows a broad consensus preference for the union wage distribution among all but the least risk-averse utility functions. Further, with larger $\alpha = 0.05$, the excluded utility functions with $\theta \leq 0.5$ are also included in the inner CS.

7 Simulation

The uniform confidence band and confidence sets are examined in the following simulation. Replication code in R ([R Core Team, 2020](https://www.r-project.org/)) is on my website. Along with other details, the numbers of simulation and bootstrap replications are in the table notes.

In the data-generating process, both $Y^a$ and $Y^b$ are log-normal with respective parameters $(\mu_a, \sigma_a)$ and $(\mu_b, \sigma_b)$. The value of $(\mu_b, \sigma_b)$ varies as shown in the table, whereas $(\mu_a, \sigma_a) = (0, 1)$ in every case. Sampling is iid, with sample sizes $n_a$ (for $Y^a$) and $n_b$ (for $Y^b$) shown in the table.

I consider utility functions

$$F = \{ f_\theta : 0 \leq \theta \leq 3 \}, \quad f_\theta(y) = \begin{cases} \ln(y + 0.1) & \text{if } \theta = 1, \\ \frac{(y+0.1)^{1-\theta}-1}{1-\theta} & \text{if } \theta \neq 1. \end{cases} \quad (23)$$

This is equivalent to shifting $Y^a$ and $Y^b$ up by 0.1 and using the usual constant relative risk aversion (CRRA) utility function. Without the small shift, $\lim_{y\to0} f_\theta(y) = -\infty$ for $\theta \geq 1$, which naturally causes problems in finite samples. The small shift makes the envelope function of $F$ bounded. For computation, the grid $\theta = 0.0, 0.1, \ldots, 3.0$ is used.

The following coverage probability (CP) results are reported. The nominal confidence level is $1 - \alpha = 0.9$. For each simulated dataset, the exchangeable bootstrap uniform confidence band for $\Delta(f) \equiv P^a f - P^b f$ (over $f \in F$) is computed, using Method 4. The reported CP is the proportion of simulation replications (datasets) in which the band contained $P^a f - P^b f$ for all $f \in F$, i.e., in which $\hat{b}_1(f) \leq \Delta(f) \leq \hat{b}_2(f)$ for all $f \in F$. From this band, the (joint) inner confidence set $\hat{D}_1$ and outer confidence set $\hat{D}_2$ are computed, using Method 3. The column “both sets” shows the proportion of replications in which $\hat{D}_1 \subseteq D \subseteq \hat{D}_2$, which should be at least as big as the nominal $1 - \alpha$ (recall the $\geq$ in Proposition 3). For additional detail, this is further split into simulated CP of $\hat{D}_1 \subseteq D$ and of $D \subseteq \hat{D}_2$; note that the sum of these two simulated probabilities always equals one plus the “both sets” simulated probability.

[https://faculty.missouri.edu/kaplandm](https://faculty.missouri.edu/kaplandm)
Table 1 shows the confidence band’s CP performing reasonably across DGPs. For the smallest sample size, CP ranges from 0.855 to 0.938, depending on the parameters. For the DGP with the lowest CP, increasing the sample size leads to CP near the nominal level: increasing from \( n_a = n_b = 40 \) to 100 to 250, CP changes from 0.855 to 0.908 to 0.893. The same pattern is true for the DGP with the next-lowest CP, which increases from 0.861 to 0.887 to 0.892.

Table 1 also shows that the CS coverage probabilities are conservative, as expected (per the \( \geq \) in Proposition [9]). They are always at least 0.95 (even though \( 1 - \alpha = 0.9 \)), sometimes 1.000 (up to simulation error). The CSs are all valid, but there is room for improvement in future work, like constructing \( \hat{D}_1 \) by inverting the stepdown MTP in Method 2.

8 Conclusion

I have considered learning about the consensus set of utility functions for which one distribution is preferred to another (higher expected utility), which opens other areas for future research. For example, although the modified bootstrap computation is straightforward, extending the theory to non-iid sampling would be valuable, especially for the complex sampling designs often used for income, wealth, and consumption surveys. Also valuable would be extensions to increase the flexibility of a class of utility functions while retaining computational feasibility and economic interpretation, whether inspired by economic theory or convenient basis functions or both, or extensions to frameworks beyond expected utility, such as utility functions that incorporate social inequality in addition to the individual’s well-being. Other extensions include simultaneous ranking of more than two distributions or more than one pair of distributions. For the former, it may be helpful to combine my approach with that of [Mogstad, Romano, Shaikh, and Wilhelm (2020)], who consider ranking many distributions based on a scalar summary statistic. My general approach can also be considered for ranking distributions using inequality measures indexed by utility functions or other parameters, or for stochastic monotonicity. It can also extend to utility functions of multiple variables (like income and health). Finally, this approach could be considered within choice models or in light of observed choices. For example, if it is known that an individual prefers the first distribution, then the set of utility functions for which the first distribution has higher expected utility can be interpreted as the identified set for that individual’s utility function, and the outer confidence set is a confidence set for the identified set.
Table 1: Simulated coverage probability.

<table>
<thead>
<tr>
<th>$n_a$</th>
<th>$n_b$</th>
<th>$\sigma_b$</th>
<th>$\mu_b$</th>
<th>${\theta : f_\theta \in \mathcal{D}}$</th>
<th>Probability of $\hat{b}_1 \leq \Delta \leq \hat{b}_2$</th>
<th>$\hat{D}_1 \subseteq \mathcal{D} \subseteq \hat{D}_2$</th>
<th>$\hat{D}_1 \subseteq \mathcal{D}$</th>
<th>$\mathcal{D} \subseteq \hat{D}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.873</td>
<td>0.960</td>
<td>0.968</td>
<td>0.992</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.865</td>
<td>0.972</td>
<td>0.990</td>
<td>0.982</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>0.7</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.855</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.920</td>
<td>0.999</td>
<td>1.000</td>
<td>0.999</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>0.0</td>
<td>[ ]</td>
<td>0.938</td>
<td>0.972</td>
<td>0.972</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.0</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.922</td>
<td>0.995</td>
<td>0.995</td>
<td>1.000</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.896</td>
<td>0.965</td>
<td>0.967</td>
<td>0.998</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.883</td>
<td>0.976</td>
<td>0.988</td>
<td>0.988</td>
</tr>
<tr>
<td>40</td>
<td>40</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.861</td>
<td>0.962</td>
<td>0.994</td>
<td>0.968</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.907</td>
<td>0.968</td>
<td>0.975</td>
<td>0.993</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.897</td>
<td>0.977</td>
<td>0.993</td>
<td>0.984</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.7</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.908</td>
<td>0.999</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.934</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>0.0</td>
<td>[ ]</td>
<td>0.929</td>
<td>0.965</td>
<td>0.965</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.0</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.922</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.901</td>
<td>0.974</td>
<td>0.979</td>
<td>0.995</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.900</td>
<td>0.983</td>
<td>0.987</td>
<td>0.996</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.887</td>
<td>0.964</td>
<td>0.992</td>
<td>0.972</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>-0.3</td>
<td>$[0.0, 2.8]$</td>
<td>0.920</td>
<td>0.978</td>
<td>0.983</td>
<td>0.995</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>0.0</td>
<td>$[0.0, 1.1]$</td>
<td>0.912</td>
<td>0.981</td>
<td>0.995</td>
<td>0.986</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>0.7</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.893</td>
<td>0.998</td>
<td>0.998</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>-0.3</td>
<td>$[0.0, 3.0]$</td>
<td>0.920</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>0.0</td>
<td>[ ]</td>
<td>0.937</td>
<td>0.968</td>
<td>0.968</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.0</td>
<td>0.3</td>
<td>[ ]</td>
<td>0.942</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>-0.3</td>
<td>$[0.2, 3.0]$</td>
<td>0.927</td>
<td>0.976</td>
<td>0.978</td>
<td>0.998</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>0.0</td>
<td>$[1.2, 3.0]$</td>
<td>0.902</td>
<td>0.979</td>
<td>0.988</td>
<td>0.991</td>
</tr>
<tr>
<td>250</td>
<td>250</td>
<td>1.3</td>
<td>0.3</td>
<td>$[2.5, 3.0]$</td>
<td>0.892</td>
<td>0.974</td>
<td>0.994</td>
<td>0.980</td>
</tr>
</tbody>
</table>

Nominal level $1 - \alpha = 0.9$ for band and “two-sided” confidence set; $\mu_b = 0$, $\sigma_b = 1$, 1000 simulation replications, 199 bootstrap draws, $\theta = 0, 0.1, \ldots, 3$, $f(y) = [(y + 0.1)^{1-\theta} - 1] / (1 - \theta)$. In the header, $\Delta = P^a - P^b$, and $\hat{b}_1 \leq \Delta \leq \hat{b}_2$ means $\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f)$ for all $f \in \mathcal{F}$.
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A Proofs

A.1 Proof of Lemma 2

Proof. First, the VC dimension is shown to be one by showing the subgraphs are ordered by inclusion. This is most readily apparent by graphing\[5\] but formally shown by the fact that \(f_{\theta}(x)\) is (weakly) decreasing in \(\theta\) for any \(x\). Taking the derivative with respect to \(\theta\),

\[
\frac{\partial}{\partial \theta} \frac{x^{1-\theta} - 1}{1 - \theta} = \frac{(1 - \theta) \frac{\partial}{\partial \theta} (x^{1-\theta} - 1) - (x^{1-\theta} - 1)(-1)}{(1 - \theta)^2} \\
= \frac{(\theta - 1)x^{1-\theta} \ln(x) - 1 + x^{1-\theta}}{(1 - \theta)^2}.
\]

(24)

The numerator is now shown to be weakly negative (because the denominator is positive). If \(x = 1\), then the numerator in (24) equals \((\theta - 1)1^{1-\theta} \ln(1) - 1 + 1^{1-\theta} = 0\) for any \(\theta\). Further,
the derivative with respect to $x$ of the numerator in (24) is negative for $x > 1$ and positive for $x < 1$:

$$
\frac{\partial}{\partial x} \left[(\theta - 1)x^{-\theta} \ln(x) - 1 + x^{-\theta}\right] = (\theta - 1)[(1 - \theta)x^{-\theta} \ln(x) + x^{-\theta}(1/x)] + (1 - \theta)x^{-\theta}
$$

$$
= -(\theta - 1)^2x^{-\theta} \ln(x) + (\theta - 1)x^{-\theta} + (1 - \theta)x^{-\theta}
$$

$$
= [-[(\theta - 1)^2 \ln(x) + (\theta - 1) + (1 - \theta)]x^{-\theta}
$$

has the same sign as $-\ln(x)$, which is strictly positive for $0 < x < 1$ and strictly negative for $x > 1$. Thus, the zero value of (24) at $x = 1$ is the global maximum for any $\theta$, so (24) is non-positive. That is, $f_\theta(x)$ is decreasing in $\theta$ for any $x$.

Since the subgraphs are ordered by inclusion (because $f_a \leq f_b$ for any $a \leq b$), the VC dimension is one (VC index is two); e.g., see the proof of Lemma 2.6.16 in van der Vaart and Wellner (1996).

If additionally the envelope function is square integrable, then this implies $F$ is $P$-Donsker by Theorems 2.5.2 and 2.6.7 in van der Vaart and Wellner (1996).

\[\alpha.\]

**A.2 Proof of Proposition 7**

*Proof.* Using Corollary 5 and Theorem 6,

$$
\text{FWER} = P(\text{reject any } H_0f \text{ with } f \in F_T)
$$

$$
= P\left(\sup_{f \in F_T} \hat{T}_f > \tilde{T}_{1-\alpha}^{F_V}\right)
$$

$$
\leq P\left(\sup_{f \in F} \hat{T}_f > \tilde{T}_{1-\alpha}^{F_V}\right) \to \alpha. \quad \Box
$$

**A.3 Proof of Proposition 8**

*Proof.* First, consider the infeasible oracle critical value from Step 3 when the true set of true hypotheses $\hat{K}^{(i)} = F_T$ is used, i.e., the critical value $\hat{T}^{F_V}_{1-\alpha}$. Hypothetically, if this oracle critical value were used, then

$$
\lim_{n \to \infty} P\left(\sup_{f \in F_T} \hat{T}_f > \tilde{T}_{1-\alpha}^{F_V}\right) = \alpha,
$$

(25)

because $\hat{T}_{F_V} \overset{d}{\to} T_{F_V}$ by Corollary 5 and $\hat{T}_{1-\alpha}^{F_V} \overset{p}{\to} T_{1-\alpha}^{F_V}$, and the distribution of $T_{F_V}$ is continuous.
Second, the argument follows from a monotonicity property similar to (15.37) in Lehmann and Romano (2005). Specifically, \( F = \hat{K}(0) \supset \hat{K}(1) \supset \cdots \) because additional \( H_0f \) can be rejected in every iteration, but once rejected they can never be un-rejected. Combined with using the same bootstrap draws in every iteration, this implies the critical values are also monotonic over iterations: \( \hat{T}_{1-\alpha}^{\hat{K}(0)} > \hat{T}_{1-\alpha}^{\hat{K}(1)} > \cdots \).

Consider a dataset in which

\[
\sup_{f \in F} \hat{T}_f \leq \hat{T}_{1-\alpha}^{F_T \vee}.
\]

That is, given the oracle critical value \( \hat{T}_{1-\alpha}^{F_T \vee} \) based on the true \( F_T \), none of the true \( H_0f \) is rejected (i.e., no familywise error is committed). By (25), the probability of such a dataset converges to \( 1 - \alpha \).

By induction, the stepdown procedure never commits a familywise error in such datasets. Equivalently, it is shown that \( \hat{K}(i) \supseteq F_T \) for all iterations \( i \) in such datasets, which implies \( \hat{T}_{1-\alpha}^{\hat{K}(i) \vee} \geq \hat{T}_{1-\alpha}^{F_T \vee} \). In the first iteration of the stepdown procedure, \( \hat{K}(0) = F \supseteq F_T \), so the critical value satisfies \( \hat{T}_{1-\alpha}^{\hat{K}(0) \vee} \geq \hat{T}_{1-\alpha}^{F_T \vee} \). Next, it is shown that \( \hat{K}(i) \supseteq F_T \implies \hat{K}(i+1) \supseteq F_T \). Specifically, in iteration \( i \), if \( \hat{K}(i) \supseteq F_T \), then \( \hat{T}_{1-\alpha}^{\hat{K}(i) \vee} \geq \hat{T}_{1-\alpha}^{F_T \vee} \), so none of the true \( H_0f \) are rejected:

\[
\sup_{f \in F} \hat{T}_f \leq \hat{T}_{1-\alpha}^{F_T \vee} \leq \hat{T}_{1-\alpha}^{\hat{K}(i) \vee}.
\]

Since no true \( H_0f \) are rejected, \( \hat{K}(i+1) \supseteq F_T \), too. Thus,

\[
\text{FWER} = P(\text{reject any true } H_0f) \leq P(\sup_{f \in F} \hat{T}_f > \hat{T}_{1-\alpha}^{F_T \vee}) \to \alpha.
\]

### A.4 Proof of Proposition 9

**Proof.** For the inner and outer CS, asymptotic coverage follows from FWER control. For \( \hat{D}_1 \), with \( H_0f : P^a f - P^b f \leq 0 \),

\[
P(\hat{D}_1 \subseteq D) = P(f \in \hat{D}_1 \text{ only if } f \in D)
= P(\text{MTP rejects } H_0f \text{ only if } P^a f - P^b f > 0)
= P(\text{FWER} \leq \alpha + o(1))
= 1 - P(\text{MTP rejects any } H_0f \text{ with } P^a f - P^b f \leq 0)
\geq 1 - \alpha + o(1).
\]
For $\hat{D}_2$, with $H_{0f}$: $P^a f - P^b f \geq 0$,

$$P(\hat{D}_2 \supseteq D) = P(f \in \hat{D}_2 \text{ when } f \in D) \\
= P(\text{MTP does not reject any } H_{0f} \text{ when } P^a f - P^b f > 0) \\
\geq P(\text{MTP does not reject any } H_{0f} \text{ when } P^a f - P^b f \geq 0) \\
= 1 - P(\text{MTP rejects any } H_{0f} \text{ with } P^a f - P^b f \geq 0) \\
\geq 1 - \alpha + o(1).$$

For the joint CS, coverage follows from the uniform confidence band's coverage:

$$P(\hat{D}_1 \subseteq D \subseteq \hat{D}_2) = P\left(\hat{b}_1(f) \leq 0 \text{ whenever } P^a f - P^b f \leq 0, \text{ and } \hat{b}_2(f) > 0 \text{ whenever } P^a f - P^b f > 0\right) \\
\geq P\left(\hat{b}_1(f) \leq P^a f - P^b f \text{ whenever } P^a f - P^b f \leq 0, \text{ and } \hat{b}_2(f) > P^a f - P^b f \text{ whenever } P^a f - P^b f > 0\right) \\
\geq 1 - \alpha + o(1).$$

\[\square\]

A.5 Proof of Proposition 10

Proof. For the symmetric band,

$$P\{\hat{b}_1(f) \leq P^a f - P^b f \leq \hat{b}_2(f) \text{ for all } f \in \mathcal{F}\}$$

$$= P\{\left(\hat{b}_1(f) \text{ from } 17\right) \leq P^a f - P^b f \leq \left(\hat{b}_2(f) \text{ from } 17\right) \text{ for all } f \in \mathcal{F}\} \\
= P\{\left(-\bar{T}_f \text{ from } 5\right) \leq \left(\hat{b}_1(f) \text{ from } 17\right) \leq \left(\hat{b}_2(f) \text{ from } 17\right) \leq \left|-\bar{T}_f \text{ from } 5\right| \text{ for all } f \in \mathcal{F}\} \\
= P\{\left|-\bar{T}_f \text{ from } 5\right| \leq \left(\hat{b}_1(f) \text{ from } 17\right) \leq \left(\hat{b}_2(f) \text{ from } 17\right) \text{ for all } f \in \mathcal{F}\} \\
= P\{\left|-\bar{T}_f \text{ from } 5\right| \leq \left(\hat{b}_1(f) \text{ from } 17\right) \leq \left(\hat{b}_2(f) \text{ from } 17\right) \text{ for all } f \in \mathcal{F}\} \\
\rightarrow 1 - \alpha
because $|\hat{T}|^{F\vee} \overset{d}{\to} |T|^{F\vee}$ by Corollary 5 and $|\hat{T}|_{1-\alpha}^{F\vee} \overset{p}{\to} |T|_{1-\alpha}^{F\vee}$ by Theorem 6, and because $|T|^{F\vee}$ has a continuous distribution.

For the one-sided band with $\hat{b}_1$,

$$\Pr(\hat{b}_1(f) \leq P^a f - P^b f \text{ for all } f \in F)$$

because $\hat{T}^{F\vee} \overset{d}{\to} T^{F\vee}$ by Corollary 5 and $\hat{T}_{1-\alpha}^{F\vee} \overset{p}{\to} T_{1-\alpha}^{F\vee}$ by Theorem 6, and because $T^{F\vee}$ has a continuous distribution.

For the one-sided band with $\hat{b}_2$,

$$\Pr(\hat{b}_2(f) \geq P^a f - P^b f \text{ for all } f \in F)$$

because $\hat{T}^{F\wedge} \overset{d}{\to} T^{F\wedge}$ by Corollary 5 and $\hat{T}_{1-\alpha}^{F\wedge} \overset{p}{\to} T_{1-\alpha}^{F\wedge}$ by Theorem 6, and because $T^{F\wedge}$ has a continuous distribution.

For the “equal-tailed” band,

$$\Pr(\hat{b}_1(f) \leq P^a f - P^b f \text{ for all } f \in F)$$

because $\hat{T}^{F\wedge} \overset{d}{\to} T^{F\wedge}$ by Corollary 5 and $\hat{T}_{1-\alpha}^{F\wedge} \overset{p}{\to} T_{1-\alpha}^{F\wedge}$ by Theorem 6, and because $T^{F\wedge}$ has a continuous distribution.
\[ \geq 1 - P(\hat{b}_1(f) > P^a f - P^b f \text{ for some } f) - P(\hat{b}_2(f) < P^a f - P^b f \text{ for some } f) \]
\[ \rightarrow 1 - \alpha/2 - \alpha/2 = 1 - \alpha, \]

essentially a Bonferroni adjustment argument.

A.6 Proof of Proposition 11

Proof. Under \( H_0, (P^a - P^b)f \leq 0 \) for all \( f \in \mathcal{F} \), so

\[ \hat{T}_f = \frac{\sqrt{n_a(P^a_n - P^b_n)} f}{\hat{\sigma}_f} = \frac{\hat{t}_f}{\sqrt{n_a[(P^a_n - P^b_n) - (P^a - P^b)]}} + \frac{\leq 0}{\hat{\sigma}_f} \leq \hat{T}_f. \]

Thus, using notation from (4), (5), and (7) along with \( \hat{T}^{\mathcal{F}^V} \xrightarrow{d} T^{\mathcal{F}^V} \) (Corollary 5) and \( \hat{T}^{\mathcal{F}^V}_{1-\alpha} \xrightarrow{p} T^{\mathcal{F}^V}_{1-\alpha} \) (Theorem 6), and the fact that \( T^{\mathcal{F}^V} \) has a continuous distribution,

\[ \lim_{n \to \infty} P(\sup_{f \in \mathcal{F}} \hat{T}_f > \hat{T}^{\mathcal{F}^V}_{1-\alpha}) \leq \lim_{n \to \infty} P(\sup_{f \in \mathcal{F}} \hat{T}_f > \hat{T}^{\mathcal{F}^V}_{1-\alpha}) \]
\[ = \lim_{n \to \infty} P(\hat{T}^{\mathcal{F}^V} > \hat{T}^{\mathcal{F}^V}_{1-\alpha}) \]
\[ = P(T^{\mathcal{F}^V} > T^{\mathcal{F}^V}_{1-\alpha}) = \alpha. \]

The version using \( \hat{b}_1 \) is equivalent because \( \hat{b}_1(f) > 0 \) for some \( f \in \mathcal{F} \) if and only if \( \sup_{f \in \mathcal{F}} (P^a_n - P^b_n)f - \hat{T}^{\mathcal{F}^V}_{1-\alpha} \hat{\sigma}_f / \sqrt{n_a} > 0 \), which in turn is equivalent to \( \sup_{f \in \mathcal{F}} \sqrt{n_a}(P^a_n - P^b_n)f/\hat{\sigma}_f > \hat{T}^{\mathcal{F}^V}_{1-\alpha} \) and thus \( \sup_{f \in \mathcal{F}} \hat{T}_f > \hat{T}^{\mathcal{F}^V}_{1-\alpha} \).

A.7 Proof of Proposition 12

Proof. Let \( H_0 \) hold, so \( P^a g - P^b g \leq 0 \) for at least one \( g \in \mathcal{F} \). Since \( \{g\} \subset \mathcal{F} \), \( \inf_{f \in \mathcal{F}} \hat{t}_g^0 \leq \hat{t}_g^0 \). Since \( P^a g - P^b g \leq 0 \),

\[ \hat{t}_g^0 = \frac{\sqrt{n_a(P^a_n - P^b_n)} g}{\hat{\sigma}_g} = \frac{\hat{t}_g}{\sqrt{n_a[(P^a_n - P^b_n) - (P^a - P^b)]}} + \frac{\leq 0}{\hat{\sigma}_g} \leq \hat{t}_g \xrightarrow{d} N(0, 1). \]

Thus,

\[ \lim_{n \to \infty} P(\inf_{f \in \mathcal{F}} \hat{t}_f^0 > z_{1-\alpha}) \leq \lim_{n \to \infty} P(\hat{t}_g^0 > z_{1-\alpha}) \leq \lim_{n \to \infty} P(\hat{t}_g > z_{1-\alpha}) = \alpha. \]
B Computing bootstrap critical values

Method 7 is an example algorithm to compute the bootstrap critical values from Theorem 6. Parts are similar to Algorithm 3 of Chernozhukov, Fernández-Val, and Melly (2013, p. 2222). An example implementation in R (R Core Team, 2020) is in the simulation code on my website.

Method 7 (bootstrap critical values). Take as given \( \alpha \in (0, 1) \), \( S \subseteq \mathcal{F} \), \( n_a, n_b, c \) (from A4), and the number of bootstrap replications \( R \). Note \( c = 1 \) for empirical bootstrap, Bayesian bootstrap, and wild bootstrap with weights of unit variance. In practice, usually \( S \) must be replaced by a finite grid, which may be arbitrarily fine (restricted only by computation time and patience).

1. Draw weights \((\tilde{W}_1^a, \ldots, \tilde{W}_{n_a}^a)\). Compute \( \tilde{P}_n^a f = n_a^{-1} \sum_{i=1}^{n_a} f(Y_i^a)\tilde{W}_i^a \) for all \( f \in S \), as well as \( \tilde{W}^a = n_a^{-1} \sum_{i=1}^{n_a} \tilde{W}_i^a \).

2. Independently draw \((\tilde{W}_1^b, \ldots, \tilde{W}_{n_b}^b)\). Compute \( \tilde{P}_n^b f = n_b^{-1} \sum_{i=1}^{n_b} f(Y_i^b)\tilde{W}_i^b \) for all \( f \in S \), as well as \( \tilde{W}^b = n_b^{-1} \sum_{i=1}^{n_b} \tilde{W}_i^b \).

3. Following (6), compute \( \tilde{G}_n^f = \sqrt{n_a}(\tilde{P}_n^a - \tilde{P}_n^b) - (\tilde{W}^a\tilde{P}_n^a - \tilde{W}^b\tilde{P}_n^b)/c \) for all \( f \in S \).

4. Repeat Steps 1–3 \( R \) times, generating \((\tilde{G}_n^f)^{(r)}\) in bootstrap replications \( r = 1, \ldots, R \).

5. For all \( f \in S \), compute \( \hat{\sigma}_f \) following (8) with quantiles from \((\tilde{G}_n^f)^{(1)}, \ldots, (\tilde{G}_n^f)^{(R)})\).

6. For all \( f \in S \) and \( r = 1, \ldots, R \), compute \( \tilde{T}_f^{(r)} = (\tilde{G}_n^f)^{(r)}/\hat{\sigma}_f \) as in (7).

7. Following (7), for each \( r = 1, \ldots, R \), compute

\[
\tilde{T}_r^{S^\vee} = \sup_{f \in S} \tilde{T}_f^{(r)}, \quad \tilde{T}_r^{S^\wedge} = \inf_{f \in S} \tilde{T}_f^{(r)}, \quad |\tilde{T}|_r^{S^\vee} = \sup_{f \in S} |\tilde{T}_f^{(r)}|.
\]

8. Let \( \tilde{T}_{1-\alpha}^{S^\vee} \) be the sample \((1-\alpha)\)-quantile of \((\tilde{T}_1^{S^\vee}, \ldots, \tilde{T}_R^{S^\vee})\), \( \tilde{T}_{1-\alpha}^{S^\wedge} \) the sample \((1-\alpha)\)-quantile of \((\tilde{T}_1^{S^\wedge}, \ldots, \tilde{T}_R^{S^\wedge})\), and \( |\tilde{T}|_{1-\alpha}^{S^\vee} \) the sample \((1-\alpha)\)-quantile of \((|\tilde{T}_1^{S^\vee}|, \ldots, |\tilde{T}_R^{S^\vee}|)\).

---

https://faculty.missouri.edu/kaplandm