ON THE CONTINUATION OF PERIODIC ORBITS

M. B.H.RHOUMA AND C. CHICONE

ABSTRACT. Using Poincaré's method and a Lyapunov-Schmidt reduction, a continuation theorem for resonant periodic orbits of periodically forced oscillators is proved that does not require the unperturbed manifold of periodic solutions to be normally nondegenerate. This is accomplished with the aid of a generalization of the Poincaré-Melnikov function that includes second derivatives and with the introduction of associated families of differential equations where the bifurcation parameter is a power of the original small parameter. Incidentally, a result of J. Cronin [Meth. Appl. Anal., Vol. 3 (1996), pp. 370-400] that inspired this work is corrected.

1. Introduction

Oscillations play a prominent role in many physical and biological systems where an important problem is to determine if spontaneous oscillatory activity persists when subjected to a small external periodic stimulus. We will discuss some methods that can be used to solve this problem.

Consider the family of differential equations

\[ \dot{y} = f(y) + \epsilon g(t, y, \epsilon) \]  

(1.1)

where \( y \in \mathbb{R}^n \), \( \epsilon \geq 0 \), and, for each fixed \( \epsilon \geq 0 \) and \( v \in \mathbb{R}^n \), the function \( t \mapsto g(t, v, \epsilon) \) is periodic with period \( T > 0 \). We will assume that the unperturbed system

\[ \dot{y} = f(y) \]  

(1.2)

has a resonant period manifold \( Z \subset \mathbb{R}^n \), that is, \( Z \) is a manifold consisting entirely of \( T_0 \)-periodic orbits where \( T_0 > 0 \) and there is a pair
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of relatively prime positive integers $M$ and $N$ such that

$$MT_0 = NT.$$  \hspace{1cm} (1.3)

The basic problem that we will address is the persistence of the periodic orbits in $\mathcal{Z}$. In other words, we will study the existence of periodic orbits with period $NT$ for small $\epsilon > 0$.

Several authors, for example [1, 2, 3, 4, 11, 12, 13, 14], have treated the general persistence problem, albeit from different perspectives, and they have all obtained the same basic result under an assumption on the period manifold $\mathcal{Z}$ that we call normal nondegeneracy. This non-degeneracy assumption is expressible as a condition on the linearized unperturbed flow over $\mathcal{Z}$. Indeed, for $v \in \mathbb{R}^n$ let $t \mapsto y(t, v, \epsilon)$ denote the solution of system (1.2) such that $y(0, v, \epsilon) = v$ and let $\Phi(t, v)$ denote the principal fundamental matrix at time $t = 0$ of the first variational equation

$$\dot{w} = Df(y(t, v, 0))w \hspace{1cm} (1.4)$$

Of course, in this case the principal fundamental matrix solution is just the partial derivative of the solution of the original unperturbed differential equation with respect to $v$, that is,

$$\Phi(t, v) = y_v(t, v, 0).$$

The manifold $\mathcal{Z}$ is called normally nondegenerate if for each $\zeta \in \mathcal{Z}$ the dimension of the kernel $K(\zeta)$ of the linear transformation $\Phi(NT, \zeta) - I$ (called the infinitesimal displacement) and the dimension of the manifold $\mathcal{Z}$ coincide.

A normally hyperbolic period manifold, for example a hyperbolic limit cycle, is normally nondegenerate, but normal hyperbolicity is not a necessary condition for normal nondegeneracy. For example, in case $n = 2$, a periodic orbit $\Gamma$ in an annulus of periodic orbits is normally nondegenerate provided that the derivative of the period function with respect to a regular parameter on a transverse section $\Sigma$ does not vanish at the point where $\Gamma$ meets $\Sigma$.

The normal nondegeneracy property and the implicit function theorem are used to reduce the problem of the persistence of resonant unperturbed periodic solutions to finding simple zeros of an equation of the form

$$F(\zeta) = 0 \hspace{1cm} (1.5)$$

where $F$ is a function from $\mathcal{Z}$ to $\mathbb{R}^m$ and $m$ is the dimension of $\mathcal{Z}$. In fact, with the appropriate choice of $F$ (called the bifurcation function) if $\zeta_0 \in \mathcal{Z}$ is a simple zero of equation (1.5), then the unperturbed periodic orbit containing $\zeta_0$ persists. More precisely, if $\zeta_0$ is a simple
zero of the bifurcation function for a normally nondegenerate period manifold, then there is a smooth curve $\epsilon \mapsto \gamma(\epsilon)$ in $\mathbb{R}^{n}$ whose domain is an open set $N_{0} \subset \mathbb{R}$ containing the origin such that $\beta(\epsilon) := \zeta_{0} + \epsilon \gamma(\epsilon)$ is the initial point for a periodic solution of the corresponding system (1.1) for each $\epsilon \in N_{0}$.

The method we propose in this paper allows us to treat both the non-degenerate and the degenerate case (where the dimension of the kernel of the infinitesimal displacement exceeds the dimension of $Z$) with a unified approach. In particular, if the dimension of the kernel $K(\zeta)$ is constant for $\zeta$ in the period manifold, then the bifurcation equation we obtain for the degenerate case is an extension of the bifurcation equation for the nondegenerate case. For the nondegenerate case, a simple zero of the bifurcation function corresponds to a smooth continuation of an unperturbed periodic orbit. However, in the degenerate case there may not be any smooth continuation curves. In these cases we will investigate in detail the existence of continuous continuation curves where $\beta(\epsilon) = \zeta_{0} + \sqrt{\epsilon} \gamma(\sqrt{\epsilon})$ and $\gamma$ is a smooth function.

As a byproduct of our analysis, we point out an oversight in [7] where a nondegenerate system is treated and a bifurcation equation is obtained. However, the corresponding continuation theorem is vacuous because one of the terms in the bifurcation equation turns out to be identically zero.

This paper is structured in the following way. In Section 2 we define the system of differential equation that we will study, we describe a general approach to the continuation problem, and we identify the solutions of certain variational equations that appear in the analysis. The normally nondegenerate case is discussed in Section 3. In Section 4 we study the degenerate case and state our main theorem. It gives the bifurcation equation for resonant normally degenerate period manifolds in a form that includes nondegenerate period manifolds as a special case. The oversight in [7] is discussed in Section 5. In Section 6 we investigate the possibility of obtaining continuation curves of the form $\beta(\epsilon) = \zeta_{0} + \epsilon^{1/p} \gamma(\epsilon^{1/p})$ where $p > 1$ is a rational number with $p \neq 2$. We also discuss the continuation theory for the case where the unperturbed system is linear. Finally, a few simple examples to illustrate the theory are given in Section 7. In particular, we consider a system of $m$ coupled (limit cycle) oscillators and show that there are $2^{m}$ continuation curves at each continuation point of the corresponding $m$-dimensional period manifold.
2. The Bifurcation Equation

Let us assume that the unperturbed system (1.2) given in the introduction has an \( m \)-dimensional resonant period manifold \( Z \) that satisfies the resonance condition (1.3). Also, for \( \zeta \in Z \), let us recall that \( \Phi(t, \zeta) \) denotes the principal fundamental matrix at time \( t = 0 \) of the corresponding first variational equation

\[
\frac{dw}{dt} = Df(y(t, \zeta, 0))w
\]

along the unperturbed resonant periodic solution \( t \mapsto y(t, \zeta, 0) \).

We are interested in the dimension of the kernel \( \mathcal{K}(\zeta) \) of the infinitesimal displacement map \( \Phi(NT, \zeta) - I \). Suppose that \( s \mapsto \sigma(s) \) is a curve in \( Z \) such that \( \sigma(0) = \zeta \). Since \( y(T_0, \zeta, 0) = \zeta \) for all \( \zeta \in Z \), we have the identity \( y(T_0, \sigma(s), 0) - \sigma(s) \equiv 0 \), and therefore

\[
y_v(T_0, \zeta, 0)\dot{\sigma}(0) - \dot{\sigma}(0) = (\Phi(T_0, \zeta) - I)\dot{\sigma}(0) = 0.
\]

Thus, the tangent space \( T_\zeta Z \) of the manifold \( Z \) at the point \( \zeta \in Z \) is a subspace of \( \mathcal{K}(\zeta) \). As mentioned in Section 1, the period manifold \( Z \) is called normally nondegenerate if the dimension of \( \mathcal{K}(\zeta) \) is equal to the dimension of \( T_\zeta Z \) whenever \( \zeta \in Z \). The period manifold \( Z \) is \( \ell \)-degenerate if the integer valued function \( \zeta \mapsto \dim \mathcal{K}(\zeta) - \dim T_\zeta Z \) has a constant value \( \ell \) on \( Z \). Of course, a zero-degenerate period manifold is normally nondegenerate.

The fundamental observation of the method of Poincaré is the following proposition: If \( \epsilon \) is fixed and \( v_0 \) is a zero of the displacement function \( \nu \mapsto y(NT, \nu, \epsilon) - \nu \), then \( t \mapsto y(t, \nu, \epsilon) \) is a \( NT \)-periodic solution of the corresponding differential equation (1.1). Note that the resonance condition \( MT_0 = NT \) implies the unperturbed periodic solution \( t \mapsto y(t, \zeta, 0) \) is \( NT \)-periodic for each \( \zeta \in Z \). We will say that \( \zeta \in Z \) (and the corresponding unperturbed periodic orbit) persists if there is some \( \epsilon_0 > 0 \) and a continuous function \( \beta : [0, \epsilon_0) \rightarrow \mathbb{R}^n \) such that \( \beta(0) = \zeta \) and \( y(NT, \beta(\epsilon), \epsilon) - \beta(\epsilon) \equiv 0 \). The curve \( \epsilon \mapsto \beta(\epsilon) \) is called a continuation of initial conditions for periodic solutions.

Note that for \( \zeta \in Z \) to persist we only require the existence of a continuous implicit solution \( \beta \) of the displacement function such that \( \beta(0) = \zeta \). On the other hand, we intend to use an analytic method—the implicit function theorem—to establish the existence of an implicit solution. Our key idea is to allow for the possibility of nonsmooth continuations at the outset of the analysis. This is accomplished by replacing \( \epsilon \) in the perturbed system (1.1) with \( \epsilon^p \) where \( p \) is an appropriately chosen positive integer, and then by determining an implicit
solution $\beta$ of the displacement function of the form $\beta(\epsilon) = \zeta + \epsilon^{1/p} \gamma(\epsilon^{1/p})$ where $\gamma : (-\epsilon_0, \epsilon_0) \to \mathbb{R}^n$ is a smooth function.

There are two main steps in our analysis. We will determine conditions on the displacement function and its partial derivatives that ensure the existence of implicit solutions, and we will identify these conditions as integrals over the unperturbed resonant periodic solutions so that they can be checked directly for the family (1.1).

In order to obtain a general formula that can be used to determine the desired continuations for various choices of the exponent $p$, let us first consider the following Taylor series expansion in powers of $\mu$ and $\epsilon$ at $(\mu, \epsilon) = (0, 0)$ of the displacement function evaluated at the point $\zeta + \mu \xi$ where $\zeta \in \mathbb{Z}$, $\xi \in \mathbb{R}^n$, and $\mu \in \mathbb{R}$:

\[
y(NT, \zeta + \mu \xi, \epsilon) - (\zeta + \mu \xi) = \mu(y_v(NT, \zeta, 0)\xi - \xi) + ey_v(NT, \zeta, 0) + \frac{1}{2}\mu^2 y_{vv}(NT, \zeta, 0)(\xi, \xi) + \mu e y_v(NT, \zeta, 0)\xi + \frac{1}{2}\epsilon^2 y_{ee}(NT, \zeta, 0) + O((|\epsilon| + |\mu|)^3). \tag{2.2}
\]

In this formula we have used subscripts to denote partial derivatives. Also, the expression $y_{vv}(NT, \zeta, 0)(\xi, \xi)$ denotes the value of the symmetric bilinear form $y_{vv}(NT, \zeta, 0)$ on the pair of vectors $(\xi, \xi)$.

A solution of the (two-parameter) determining equation

\[
0 = y(NT, \zeta + \mu \xi, \epsilon) - (\zeta + \mu \xi)
\]

corresponds to a periodic solution of the corresponding differential equation in the family (1.1). However, to obtain the one-parameter continuations mentioned above, let us substitute $\epsilon = \mu^p$ in the equation (2.2) where we will assume that $\mu > 0$ and $p$ is a positive integer. Then, a solution $(\zeta, \xi, \mu)$ of the (one-parameter determining) equation

\[
0 = y_v(NT, \zeta, 0)\xi - \xi + \mu^{p-1} y_v(NT, \zeta, 0) + \frac{1}{2}\mu y_{vv}(NT, \zeta, 0)(\xi, \xi) + \mu^p y_v(NT, \zeta, 0)\xi + \frac{1}{2}\mu^{2p-1} y_v(NT, \zeta, 0) + O(\mu^2) \tag{2.3}
\]

corresponds to a periodic solution with initial condition $\zeta = \mu^{1/p} \xi$ of the differential equation in the family (1.1) where $\epsilon = \mu^p$. The most important special cases are $p = 1$ and $p = 2$. Let us note specifically that for $p = 1$, it suffices to solve the equation

\[
0 = y_v(NT, \zeta, 0)\xi - \xi + y_v(NT, \zeta, 0) + O(\mu); \tag{2.4}
\]
and for the case \( p = 2 \), it suffices to solve
\[
y_v(NT, \zeta, 0)\xi - \xi + \mu(y_v(NT, \zeta, 0) + \frac{1}{2}y_{vv}(NT, \zeta, 0)\xi^2) + O(\mu^2) = 0.
\] (2.5)

In the next two sections we will determine conditions that imply the existence of implicit solutions of equations (2.4) and (2.5). However, to express these conditions in a useful form, let us identify the derivatives that appear in these equations. As mentioned previously, \( t \mapsto y_v(t, \zeta, 0) \) is the solution of the first variational initial value problem
\[
\dot{w} = Df(y(t, \zeta, 0))w, \quad w(0) = I,
\] or equivalently, this solution is the principal fundamental matrix solution at time \( t = 0 \) of this time-periodic differential equation. In particular, we have the identity
\[
y_v(NT, \zeta, 0) = \Phi(NT, \zeta).
\] (2.6)

Since
\[
y_{vv}(t, \zeta, 0) = Df(y(t, \zeta, 0))y_{vv}(t, \zeta, 0) + D^2f(y_0(t, \zeta, 0))y_v^2(t, \zeta, 0),
\] the function \( t \mapsto y_{vv}(t, \zeta, 0) \) is the solution of the variational initial value problem
\[
\dot{w} = Df(y(t, \zeta, 0))w + D^2f(y(t, \zeta, 0))(\Phi(t, \zeta), \Phi(t, \zeta)),
\]
\[
w(0) = 0.
\]
Hence, by the variation of constants formula we have that
\[
y_{vv}(NT, \zeta, 0) = \Phi(NT, \zeta) \int_0^{NT} \Phi^{-1}(t, \zeta)D^2f(y(t, \zeta, 0))(\Phi(t, \zeta))^2 dt.
\] (2.7)

Finally, notice that if we differentiate equation (1.1) with respect to the variable \( \epsilon \) at \( \epsilon = 0 \), then
\[
\dot{y}_v(t, \zeta, 0) = Df(y(t, \zeta, 0))y_v(t, \zeta, 0) + g(t, y(t, \zeta, 0), 0),
\] and therefore
\[
y_v(NT, \zeta, 0) = \Phi(NT, \zeta) \int_0^{NT} \Phi^{-1}(t, \zeta)g(t, y_0(t, \zeta), 0) dt.
\] (2.8)

The next proposition is probably known. However, it is given here in the precise form needed in the next two sections to complete our continuation theory.
Proposition 2.1. Let $Z$ be a manifold and suppose that $M(z)$ is a family of $n \times n$ matrices depending smoothly on $z \in Z$. If the rank $r$ of the matrix $M(z)$ is constant for all $z \in Z$ and if $z_0 \in Z$, then there is a neighborhood $N_0$ of $z_0$ in $Z$ and two smooth $n \times n$ matrix families

$$K(z) := (K_1^+(z) \cdots K_r^+(z) K_1(z) \cdots K_{n-r}(z)), $$

$$R(z) := (R_1(z) \cdots R_r(z) R_1^+(z) \cdots R_{n-r}^+(z))$$

defined on $N_0$ and partitioned by columns such that for each $z \in N_0$ the vectors $K_1^+(z), \ldots, K_r^+(z)$ are a basis for a complement of the kernel of $M(z)$, the vectors $K_1(z), \ldots, K_{n-r}(z)$ are a basis for the kernel of $M(z)$, the vectors $R_1(z), \ldots, R_r(z)$ are a basis for the range of $M(z)$, and the vectors $R_1^+(z), \ldots, R_{n-r}^+(z)$ are a basis for a complement of the range of $M(z)$. Moreover,

$$R^{-1}(z)M(z)K(z) = \Pi_r,$$

where

$$\Pi_r = \begin{pmatrix} I_r & 0 \\ 0 & 0 \end{pmatrix}$$

and $I_r$ denotes the $r \times r$ identity matrix. The complementary subspaces can be chosen to be orthocomplements while the bases for a complement of the kernel, the kernel, and a complement of the range can be chosen to be orthonormal.

Proof. There is a permutation matrix $P$ such that the first $r$ columns of $M(z_0)P$ are linearly independent. Moreover, there is a corresponding choice of $r$ nonzero pivot elements for the Gauss-Jordan elimination algorithm applied to the first $r$ columns of $M(z_0)P$. By continuity, if $|z - z_0|$ is sufficiently small, then the same sequence of pivots can be used to row reduce the first $r$ columns of $M(z)P$. It follows that there is a smooth family of invertible $n \times n$-matrices $E(z)$, a smooth family $A(z)$ of $r \times (n-r)$-matrices, and a smooth family $B(z)$ of $(n-r) \times (n-r)$-matrices all defined on some open neighborhood of $z_0$ in $Z$ such that

$$E(z)M(z)P = \begin{pmatrix} I_r & A(z) \\ 0 & B(z) \end{pmatrix}.$$ 

By the hypothesis that the rank of each matrix $M(z)$ is $r$, we must have $B(z) \equiv 0$. Let $e_1, \ldots, e_n$ denote the usual basis of $\mathbb{R}^n$ and note that the matrix $E(z)M(z)P$, partitioned by columns, has the form

$$E(z)M(z)P = (e_1 \cdots e_r a_{r+1}(z) \cdots a_n(z)).$$

The set of vectors

$$\{e_{r+1} - a_{r+1}(z), \ldots, e_n - a_n(z)\}$$
is a basis for the kernel of $E(z)M(z)P$, and therefore a basis for the kernel of $M(z)$ for $z$ near $z_0$ is given by

$$K_1(z) := P(e_{r+1} - a_{r+1}(z)), \ldots, K_{n-r}(z) := P(e_n - a_n(z)).$$

The Gram-Schmidt procedure can be applied to obtain an orthonormal basis if desired.

To obtain a basis for the complement of the kernel $K(z)$ of $M(z)$, note first that we can extract $r$ elements from the usual basis of $\mathbb{R}^n$ whose span is a subspace complementary to $K(z_0)$. Let these elements be denoted $\ell_1, \ldots, \ell_r$ and let $L$ denote their span. Clearly, $L$ is a complementary subspace for $K(z)$ as long as $z$ is sufficiently close to $z_0$. If an orthonormal basis is desired for an orthocomplement, then let $K^\perp(z)$ denote the orthogonal complement of $K(z)$ and define the smooth family of linear transformations $Q(z) : L \to K^\perp(z)$ by

$$w \mapsto w - \sum_{j=1}^{n-r} \langle w, K_j(z) \rangle K_j(z).$$

Since $L$ and $K^\perp(z)$ have the same dimension $r$ for $z \in N_1$ and the kernel of $Q(z_0)$ is trivial, the linear transformation $Q(z_0)$ is an isomorphism. By the openness of invertibility, there is an open neighborhood $N_2$ of $z_0$ in $N_1$ such that $Q(z)$ is an isomorphism for each $z \in N_2$. It follows that the vectors

$$Q(z)\ell_1, \ldots, Q(z)\ell_r$$

form a basis for $K^\perp(z)$ and these vectors are all smooth functions of $z \in N_2$. Moreover, by Gram-Schmidt, there is a corresponding family of smooth orthonormal bases

$$K_1^\perp(z), \ldots, K_r^\perp(z)$$

as well.

For $i = 1, \ldots, r$, define

$$R_i(z) := M(z)K_i^\perp(z)$$

and note that the vectors

$$R_1(z), \ldots, R_r(z)$$

span the range of $M(z)$. Complete this set to a basis of $\mathbb{R}^n$ by adding a smooth family of vectors

$$R_1^\perp(z), \ldots, R_{n-r}^\perp(z)$$

that span a complement of the range. If orthonormal vectors for an orthocomplement are desired, then use a construction similar to the construction for the orthocomplement of the kernel. In particular, there
is some open neighborhood $N_0$ of $z \in Z$ such that all of the constructed families of column vectors are smooth on $N_0$.

Finally, for the last statement of the proposition, let $K(z)$ denote the matrix with columns

$$K_1^+(z), \ldots, K_r^+(z), K_1(z), \ldots, K_{n-r}(z),$$

let $R(z)$ denote the matrix with columns

$$R_1(z), \ldots, R_r(z), R_1^+(z), \ldots, R_{n-r}^+(z),$$

and note that if $z \in N_0$, then

$$M(z)K(z) = R(z)\Pi_r.$$ 

\[ \square \]

3. The normally nondegenerate case

Let us assume in this section that $Z$ is normally nondegenerate. We will determine the continuable periodic orbits in $Z$. Though the basic results of this section are by now well known, we will recover the standard results for the normally nondegenerate case by using a new method that will be extended to the degenerate case in the next section.

Continuations of periodic orbits corresponding to points in $Z$ exist if and only if the displacement equation

$$y(NT, v, c) - v = 0$$

has implicit solutions. In passing from this equation to the general series representation (2.3), we have incorporated the new variables $\zeta$, $\xi$, and $\mu$ as place holders so that the computation of this series and the identification of the derivatives that appear in it would be a simple as possible. However, to obtain an equivalent determining equation, we must be careful that the new variables are given by an invertible transformation. If this is not done, we might find infinitely many continuations that all project to the same continuation in the original variables. The correct change of variables is accomplished with reference to Proposition 2.1. Indeed, by the assumption of normal nondegeneracy, the family of matrices $M(\zeta) := \Phi(NT, \zeta) - I$ for $\zeta$ in the $m$-dimensional manifold $Z$ has fixed rank $n - m$. We can choose a smooth family of vectors $K_1(\zeta), \ldots, K_m(\zeta)$ such that for each $\zeta$ they form a basis for the tangent space $T_\zeta Z$ and a smooth family of vectors $K_1^+(\zeta), \ldots, K_{n-m}(\zeta)$ whose span at each $\zeta$ is a basis for a vector space complement of $T_\zeta Z$. 


in $T_{\zeta}\mathbb{R}^n$. Using the notation of Proposition 2.1, the transformation 

$$(\zeta, \nu, \mu) \mapsto (\zeta, K(\zeta) \left( \begin{array}{c} \nu \\ 0 \end{array} \right), \mu^p)$$

from $\mathbb{Z} \times \mathbb{R}^{n-m} \times (0, \infty)$ to $\mathbb{Z} \times \mathbb{R}^n \times \mathbb{R}$ is a diffeomorphism onto its image. In other words, by setting 

$$\xi = K(\zeta) \left( \begin{array}{c} \nu \\ 0 \end{array} \right), \quad \epsilon = \mu^p$$

with $p = 1$ in equation (2.4) and premultiplying by the invertible matrix family $R^{-1}(\zeta)$, this determining equation is recast in the equivalent form

$$0 = R^{-1}(\zeta)(\Phi(NT, \zeta) - I)K(\zeta) \left( \begin{array}{c} \nu \\ 0 \end{array} \right) + R^{-1}(\zeta)y_r(NT, \zeta, 0) + O(\mu)$$

$$= \left( \begin{array}{c} \nu \\ 0 \end{array} \right) + R^{-1}(\zeta)y_r(NT, \zeta, 0) + O(\mu). \quad (3.1)$$

Again, referring to the notation in Proposition 2.1, let $v \in \mathbb{R}$ be expressed in components $v = (v_1(\zeta), \ldots, v_n(\zeta))$ relative to the basis given by the columns of $R^{-1}(\zeta)$. Then, $R^{-1}(\zeta)v$ is precisely the vector $(v_1(\zeta), \ldots, v_n(\zeta))$. In other words, the first $n - m$ components of $R^{-1}(\zeta)v$ is the projection of $v$ to the range of the infinitesimal displacement $\Phi(NT, \zeta) - I$ while the last $m$ components is the projection of $v$ to a complement of the range. Let these two projection families be denoted by $\pi_R(\zeta)$ and $\pi_C(\zeta)$ respectively. With this notation, the determining equation (3.1) is given by the pair of equations

$$0 = \nu + \pi_R(\zeta)y_r(NT, \zeta, 0) + O(\mu),$$

$$0 = \pi_C(\zeta)y_r(NT, \zeta, 0) + O(\mu). \quad (3.2)$$

**Theorem 3.1.** Suppose that the unperturbed system (1.1) has a normally nondegenerate, resonant period manifold $\mathbb{Z}$, $\Phi(t, \zeta)$ is the principal fundamental matrix solution of the first variational equation (1.4) at $\zeta \in \mathbb{Z}$, and $\pi_C(\zeta)$ is the corresponding projection onto the complement of the range of the infinitesimal displacement $\Phi(NT, \zeta) - I$. If the subharmonic Melnikov function given by

$$\zeta \mapsto \pi_C(\zeta)y_r(NT, \zeta, 0), \quad (3.3)$$

where

$$y_r(NT, \zeta, 0) = \Phi(NT, \zeta) \int_0^{NT} \Phi^{-1}(t, \zeta)g(t, y(t, \zeta, 0), 0) \, dt,$$

has a simple zero $\zeta_0 \in \mathbb{Z}$, then $\zeta_0$ persists.
Proof. The right hand sides of the equations in display (3.2) may be viewed as a map $F$ of $(\nu, \zeta, \mu) \in \mathbb{R}^{n-m} \times \mathcal{Z} \times \mathbb{R}$ to $\mathbb{R}^{n-m} \times \mathbb{R}^m$. If $\zeta_0 \in \mathcal{Z}$ is a zero of the map (3.3), then
\[
\nu = \nu_0 := -\pi_R(\zeta_0)y_*(NT, \zeta_0, 0), \quad z = \zeta_0, \quad \mu = 0 \quad (3.4)
\]
is a zero of $F$. Also, because $\zeta_0$ is a simple zero of the second component of $F$, the derivative of the function given by $(\nu, \zeta) \mapsto F(\nu, \zeta, 0)$ when evaluated at the point $(\nu, \zeta) = (\nu_0, \zeta_0)$ can be represented as an upper triangular block matrix whose diagonal blocks are the $(n-m) \times (n-m)$ identity and the derivative of the map (3.3). Hence, by the hypothesis that $\zeta_0$ is a simple zero of the map (3.3), the block matrix is an invertible linear transformation from $\mathbb{R}^{n-m} \times \mathcal{T}_0 \mathcal{Z}$ to $\mathbb{R}^{n-m} \times \mathbb{R}^m$. Therefore, by the implicit function theorem there is an implicit solution $\mu \mapsto (\nu(\mu), \zeta(\mu))$ defined for $\mu$ in a neighborhood of $\mu = 0$ in $\mathbb{R}$ such that $F(\nu(\mu), \zeta(\mu), \mu) \equiv 0$ and $(\nu(0), \zeta(0)) = (\nu_0, \zeta_0)$. Thus, we have proved that the point $\zeta_0 \in \mathcal{Z}$ persists with the required continuation given by the curve
\[
\mu \mapsto \nu(\mu) = \zeta(\mu) + \mu K(\zeta(\mu)) \begin{pmatrix} \nu(\mu) \\ 0 \end{pmatrix}.
\]
\[\square\]

There are other ways to state the hypothesis of Theorem 3.1 that $\zeta_0$ is a simple zero of the map (3.3). In particular, a useful restatement is given by the following two conditions:

1. The vector $y_*(NT, \zeta_0, 0)$ is in the range of the matrix $\Phi(NT, \zeta_0) - I$.
2. The columns of the matrix $y_*(NT, \zeta_0, 0)$ (the derivative of the map $\nu \mapsto y_*(NT, \nu, 0)$ from $\mathbb{R}^n$ to $\mathbb{R}^m$) generate a basis of a complement of the range of the matrix $\Phi(\zeta_0, NT) - I$.

To prove this assertion note first that statement (1) is equivalent to the statement that $\zeta_0$ is a zero of the map (3.3). Next, note that if $\Upsilon : \mathbb{R}^m \rightarrow \mathcal{Z}$ is a local coordinate map given by $z \mapsto \Upsilon(z)$, then the corresponding local representation of the map (3.3) is given by $z \mapsto \pi_C(\Upsilon(z))y_*(NT, \Upsilon(z), 0)$, and therefore its derivative evaluated at $z_0 = \Upsilon^{-1}(\zeta_0)$ is given by
\[
\pi_C(\zeta_0)y_*(NT, \zeta_0, 0)D\Upsilon(z_0).
\]
Because $\Upsilon$ is a coordinate map, its derivative at $z_0$ has rank $m$. Thus, the zero is simple if and only if the composition $\pi_C(\zeta_0)y_*(NT, \zeta_0, 0)$ has rank $m$. But, this is equivalent to statement (2).

The results of this section, albeit with different proofs, can be found along with applications to coupled oscillators in [1], [2], [3], and [4].
In the normally nondegenerate case, if condition (1) does not hold for every point \( \zeta_0 \in \mathcal{Z} \), then none of the periodic orbits of the manifold \( \mathcal{Z} \) persist in a smooth way; that is, there is no smooth function \( \beta \) such that \( \beta(e) = \zeta + e \gamma(e) \) and \( y(NT, \beta(e), e) - \beta(e) = 0 \). However, this leaves open the possibility that nonsmooth continuations exist; for example, continuations of the type \( \beta(e) = \zeta + e^{1/p} \gamma(e^{1/p}) \) where \( p > 1 \).

Finally, we mention two possible degeneracies for our bifurcation problem. (1) The period manifold is normally degenerate. (2) Zero is a singular value of the subharmonic Melnikov function; that is, the Melnikov function has a zero \( \zeta_0 \in \mathcal{Z} \) such that the rank of the matrix \( \pi_C(\zeta_0) y_{\nu_r}(NT, \zeta_0, 0) \) is less than \( m \), or equivalently, at least one of the columns of the matrix \( y_{\nu_r}(NT, \zeta_0, 0) D Y(\zeta_0) \) is in the range of the matrix \( I - \Phi(NT, \zeta) \). In the next section we will generalize Theorem 3.1 to the case of normally degenerate period manifolds. The analysis near a singularity of the Melnikov function is beyond the scope of this paper.

4. THE NORMALLY DEGENERATE CASE

In this section we treat the case where the resonant period manifold \( \mathcal{Z} \) is normally degenerate. For definiteness, recall that \( \mathcal{Z} \) is \( m \)-dimensional, the tangent space of \( \mathcal{Z} \) at \( \zeta \) is contained in the kernel \( K(\zeta) \) of the infinitesimal displacement \( \Phi(NT, \zeta) - I \) on \( \mathbb{R}^n \), and that in the \( \ell \)-degenerate case \( K(\zeta) \) is \( k \)-dimensional where \( k = m + \ell \) and \( \ell \) is a nonnegative integer.

Using the ideas introduced in Section 3, let us note that there is a family of bases

\[
K_1(\zeta), \ldots, K_\ell(\zeta), K_{\ell+1}(\zeta), \ldots, K_{\ell+m}(\zeta)
\]

for the kernel of the infinitesimal displacement as in Proposition 2.1 such that the last \( m \) vectors form a basis for the tangent space of \( \mathcal{Z} \) at \( \zeta \). For a notational convenience, let \( V : \mathbb{R}^{n-k} \times \mathbb{R}^d \to \mathbb{R}^{n-k} \times \mathbb{R}^d \times \mathbb{R}^m \) denote the inclusion given by

\[
(\nu, \kappa) \mapsto (\nu, \kappa, 0).
\]

The transformation

\[
(\zeta, \nu, \kappa, \mu) \mapsto (\zeta, K(\zeta)V(\nu, \kappa), \mu^p)
\]

viewed as a map from \( \mathcal{Z} \times \mathbb{R}^{n-k} \times \mathbb{R}^d \times (0, \infty) \) to \( \mathcal{Z} \times \mathbb{R}^n \times \mathbb{R} \), or alternatively, as a map from \( \mathcal{Z} \times \mathbb{R}^{n-k} \times \mathbb{R}^d \times (-\infty, 0) \) to \( \mathcal{Z} \times \mathbb{R}^n \times \mathbb{R} \), is a diffeomorphism onto its image. In other words, if we consider either \( \mu > 0 \) or \( \mu < 0 \), set

\[
\xi = K(\zeta)V(\nu, \kappa), \quad \epsilon = \mu^p
\]
with \( p = 2 \) in the determining equation (2.5), and premultiply by the invertible matrix family \( R^{-1}(\zeta) \), then equation (2.5) is recast into the equivalent form

\[
0 = \left( \begin{array}{c}
\nu \\
0
\end{array} \right) + \mu R^{-1}(\zeta) \left( y_v(NT, \zeta, 0) + \frac{1}{2} y_{vv}(NT, \zeta, 0)(K(\zeta) V(\nu, \kappa))^2 \right) + O(\mu^2)
\]

\[
= \left( \begin{array}{c}
\nu \\
0
\end{array} \right) + \mu \left( \pi_R(\zeta)(y_v + \frac{1}{2} y_{vv}(KV)^2) + \pi_C(\zeta)(y_v + \frac{1}{2} y_{vv}(KV)^2) \right) + O(\mu^2)
\]

(4.1)

where the arguments of some of the functions in the order \( \mu \) terms of the second equation have been suppressed, and the projections \( \pi_R(\zeta) \) and \( \pi_C(\zeta) \) as in Section 3 are the projections onto the range and the complement of the range of the infinitesimal displacement corresponding to the matrix \( R^{-1}(\zeta) \).

Let us define the generalized subharmonic Melnikov function \( \mathcal{M} : \mathbb{Z} \times \mathbb{R}^\ell \to \mathbb{R}^k \) by

\[
\mathcal{M}(\zeta, \kappa) = \pi_C(\zeta) \left( y_v(NT, \zeta, 0) + \frac{1}{2} y_{vv}(NT, \zeta, 0)(K(\zeta) V(0, \kappa))^2 \right).
\]

(4.2)

The integral expressions for the partial derivatives that appear in this expression are given by formulas (2.7) and (2.8). We note that in the formula for \( \mathcal{M} \) only the first term depends on the perturbation. Also, we note that

\[
K(\zeta)V(0, \kappa) = \sum_{i=1}^\ell \kappa_i K_i(\zeta)
\]

(4.3)

where \( \kappa = (\kappa_1, \ldots, \kappa_\ell) \) and \( K_1(\zeta), \ldots, K_\ell(\zeta) \) is a basis for a vector space complement of the tangent space of \( \mathbb{Z} \) at \( \zeta \) in the kernel \( K(\zeta) \) of the infinitesimal displacement. Finally we mention that if \( \ell = 0 \), then \( \mathbb{Z} \) is normally nondegenerate and the function \( \mathcal{M} \) reduces to the corresponding function (3.3).

**Theorem 4.1.** If \( \mathbb{Z} \) is an \( \ell \)-degenerate resonant period manifold for the unperturbed system (1.1) and if \( (\zeta_0, \kappa_0) \in \mathbb{Z} \times \mathbb{R}^\ell \) is a simple zero of the generalized subharmonic Melnikov function \( \mathcal{M} \) defined in display (4.2), then \( \zeta_0 \) persists. Moreover, there are two continuation curves both defined for \( \varepsilon > 0 \).

**Proof.** Note that for \( \mu \neq 0 \) the solutions of the determining equation (4.1) correspond to the zeros of the function \( F : \mathbb{R}^{n-k} \times \mathbb{Z} \times \mathbb{R}^\ell \times \mathbb{R}^k \to \mathbb{R} \)
$\mathbb{R} \rightarrow \mathbb{R}^{n-k} \times \mathbb{R}^k$ obtained by dividing the second component of the right hand side of equation (4.1) by $\mu$. If fact, $F$ is of the form

$$F(\nu, \zeta, \kappa, \mu) = (\nu, \mathcal{M}(\zeta, \kappa)) + O(\mu).$$

If $\mathcal{M}(\zeta_0, \kappa_0) = 0$, then $F(0, \zeta_0, \kappa_0, 0) = 0$. Also, because $(\zeta_0, \kappa_0)$ is a simple zero of $\mathcal{M}$, the derivative of the function $(\nu, \zeta, \kappa) \mapsto F(\nu, \zeta, \kappa, 0)$ evaluated at the point $(0, \zeta_0, \kappa_0)$ is the invertible linear transformation from $\mathbb{R}^{n-k} \times T_{(0,0,0)} \mathcal{Z} \times \mathbb{R}^t$ to $\mathbb{R}^{n-k} \times \mathbb{R}^k$ represented in matrix form by

$$\begin{pmatrix} 
I_{n-k} & 0 & 0 \\
0 & \mathcal{M}_\zeta(\zeta_0, \kappa_0) & \mathcal{M}_\kappa(\zeta_0, \kappa_0)
\end{pmatrix}.$$}

Thus, by the implicit function theorem, there is an implicit solution $\nu = (\zeta(\mu) + \mu K(\zeta(\mu))V(\nu(\mu), \kappa(\mu))$ defined in some neighborhood of $\mu = 0$ such that $F(\nu(\mu), \zeta(\mu), \kappa(\mu), \mu) \equiv 0$ and $(\nu(0), \zeta(0), \kappa(0)) = (0, \zeta_0, \kappa_0)$. The two required continuations are given by

$$\nu = \zeta(\mu) + \mu K(\zeta(\mu))V(\nu(\mu), \kappa(\mu))$$

with $\mu = \pm \sqrt{\varepsilon}$ and $\varepsilon \in [0, \varepsilon_\ast)$ for some $\varepsilon_\ast > 0$. 

\begin{remark}
Let us recall that in our original system (1.1), the parameter $\varepsilon$ is assumed to be nonnegative. However, we can easily consider nonpositive $\varepsilon$ by applying our results to the system

$$\dot{y} = f(y) + \varepsilon \tilde{g}(t, y, \varepsilon)$$

where $\varepsilon = -\varepsilon$ and $\tilde{g}(t, y, \varepsilon) = -g(t, y, -\varepsilon)$. The important point is that

$$y_\ast(NT, \nu, 0) = -y_\ast(NT, \nu, 0).$$

Thus, the generalized Melnikov function is replaced by the function $\mathcal{M}_- : \mathcal{Z} \times \mathbb{R}^t \rightarrow \mathbb{R}^k$ where

$$\mathcal{M}_-(\zeta, \kappa) := \pi_C(\zeta)\left(-y_\ast(NT, \zeta, 0) + \frac{1}{2}y_{ee}(NT, \zeta, 0)(K(\zeta)V(0, \kappa))^2\right).$$

A simple zero of either $\mathcal{M}$ or $\mathcal{M}_-$ corresponds to a continuation of a periodic orbit for system (1.2). The domain of the continuation corresponding to $\mathcal{M}$ has $\varepsilon \geq 0$ while the domain of the continuation corresponding to $\mathcal{M}_-$ has $\varepsilon \leq 0$. As we will illustrate in Section 7, it is very likely that the simple zeros of $\mathcal{M}$ and $\mathcal{M}_-$ are different.

\begin{remark}
To apply our results, the fundamental matrix $\Phi(NT, \zeta)$ of the first variational equation along the unperturbed resonant periodic solutions must be “known”. Of course, for most nonlinear systems this requirement is impossible to meet. However, we note that the variational equations for a planar system can be reduced to quadratures along the unperturbed period solutions. In fact, Diliberto’s theorem [10] provides formulas for the integration of the homogeneous
variational equations of a plane autonomous differential equation in terms of geometric quantities defined along the unperturbed orbit (see the results in [1, 2, 3, 4]). This fact can be very useful in the analysis of planar systems and weakly coupled planar systems. Unfortunately, we do not know how to obtain a substitute for Diliberto's theorem in $\mathbb{R}^n$ for $n > 2$.

**Remark 4.4.** In our analysis we use the assumption that the dimension of the kernel $K(\zeta)$ of the infinitesimal displacement $\Phi(NT, \zeta) - I$ is constant for $\zeta$ in an open neighborhood in the resonant period manifold. Without this assumption, we cannot prove the existence of the smooth families of matrices $R(\zeta)$ and $K(\zeta)$. It is easy to construct a period manifold where the dimension of the kernel of the infinitesimal displacement is not constant. For example, consider the system

$$\begin{align*}
\dot{x} &= y - xz(x^2 + y^2 - 1), \\
\dot{y} &= -x - yz(x^2 + y^2 - 1), \\
\dot{z} &= 0,
\end{align*}$$

(4.4)

and note that the set $\{(x, y, z) : x^2 + y^2 = 1\}$ is a two-dimensional, $2\pi$-period manifold. Whereas the kernel of the infinitesimal displacement is two-dimensional at each point of the subset $S_1 := \{(x, y, z) : x^2 + y^2 = 1, z > 0\}$, the kernel is three-dimensional on the subset $S_2 := \{(x, y, z) : x^2 + y^2 = 1, z = 0\}$. Of course, $S_1$ is itself a normally nondegenerate, two-dimensional period manifold while $S_2$ is a two-degenerate, one-dimensional period manifold. Our general results can be used to analyze continuations of periodic orbits for perturbations of system (4.4) by considering three different period manifolds corresponding to the periodic orbits with $z > 0$, $z = 0$, and $z < 0$.

5. **Cronin's Theorem**

We will point out an oversight in [7] where the continuation of periodic solutions is studied for $n$-dimensional first order systems of the form

$$\frac{dx}{dt} = f(x) + g(t, \mu)$$

(5.1)

with the following assumptions:

1. The function $t \mapsto g(t, \mu)$ is periodic with period $T(\mu)$ where $T(\mu) - T = O(\mu^3)$ and $T = T(0)$ is the period of a periodic orbit $\Gamma$ of the unperturbed system $(\mu = 0)$.

2. There is a smooth function $\tilde{g}(t, \mu)$ such that $g(t, \mu) = \mu^2 \tilde{g}(t, \mu)$.

3. For $\zeta \in \Gamma$, the eigenvalue one of the principal fundamental matrix $\Phi(T, \zeta)$ has algebraic multiplicity one.
By the first and second assumptions, equation (5.1) can be written in the form

\[
\frac{dx}{dt} = f(x) + \mu^2 \bar{g}(t, \mu)
\]  

(5.2)

where \( t \mapsto \bar{g}(t, \mu) \) is periodic with period \( T(\mu) \). Assumption (3) states that the kernel of the matrix \( I - \Phi(T, \zeta) \) is one-dimensional. In other words, \( \Gamma \) is a normally nondegenerate, resonant period manifold.

The result of the continuation analysis in [7] is a bifurcation equation of the form

\[
Ay^2 + B = 0
\]

(5.3)

where (translating to our notation) \( y \in \mathbb{R} \),

\[
A = \pi_C(\zeta) \int_0^T \Phi(T, \zeta) \Phi^{-1}(s, \zeta) D^2 f(x(s, \zeta, 0))(\Phi(s, \zeta) f(\zeta))^2 ds,
\]

and

\[
B = \pi_C(\zeta) \int_0^T \Phi(T, \zeta) \Phi^{-1}(s, \zeta) \bar{g}(s, 0) ds.
\]

In [7] the quantities \( A \) and \( B \) are not viewed as functions of \( \zeta \). On page 378 in [7] the author claims that a simple zero of (5.3) (viewed as an equation for the variable \( y \)), corresponds to a continuable periodic orbit of the unperturbed system. By adding a fourth assumption, namely \(-B/A > 0\), it is observed that the bifurcation equation (5.3) does in fact have simple zeros. However, by Proposition 5.1 below, \( A = 0 \). Thus, the continuation theorem in [7] is logically correct, but vacuous. In fact, equation (5.3) always reduces to the equation \( B = 0 \). If this equation is viewed as an equation for \( \zeta \in \Gamma \), then the result in [7] can be reinterpreted to be in complete agreement with Theorem 3.1. In effect, if the function \( \zeta \mapsto B(\zeta) \) has a simple zero \( \zeta_0 \in \Gamma \), then there is a one-parameter family with parameter \( \mu \) of perturbed periodic orbits in the extended phase space and a corresponding family of initial conditions \( v(\mu) \) such that \( v(0) = \zeta_0 \). In this sense, if \( B \) has a simple zero, then \( \Gamma \) persists.

The fact that \( A = 0 \) is a special case of a more general result that we will now formulate and prove.

Using the notation of Section 4, let us assume that \( Z \) is an \( m \)-dimensional, resonant period manifold for the \( n \)-dimensional, first order system \( \dot{y} = f(y) \) with the solution family \( t \mapsto y(t, v) \) defined so that \( y(0, v) \equiv v \). By Proposition 2.1, there is a smooth family of bases

\[
K_1(\zeta), \ldots, K_t(\zeta), K_{t+1}(\zeta), \ldots, K_{t+m}(\zeta)
\]
for the kernel $K(\zeta)$ of the infinitesimal displacement $I - \Phi(NT, \zeta)$ such that the last $m$ vectors are tangent to $Z$. If $u \in K(\zeta)$, then $u = u^{\mathrm{nor}}(\zeta) + u^{\tan}(\zeta)$ where $u^{\mathrm{nor}}(\zeta)$ is in the span of the first $\ell$ basis vectors and $u = u^{\tan}(\zeta)$ is in the span of the last $m$ basis vectors.

**Proposition 5.1.** If $\zeta \in Z$, then

$$\pi_C(\zeta) y_{uv}(NT, \zeta)(u^{\tan}(\zeta), u^{\tan}(\zeta)) = 0$$

and

$$\pi_C(\zeta) y_{uv}(NT, \zeta)(u^{\tan}(\zeta), u^{\mathrm{nor}}(\zeta)) = 0.$$

**Proof.** Because $u^{\tan}(\zeta)$ is in $T_\zeta Z$, there is a smooth curve $s \mapsto \xi(s)$ in $\mathbb{R}^n$ whose range is in $Z$ such that $\xi(0) = \zeta$ and $\dot{\xi}(0) = u^{\tan}(\zeta)$. Moreover, for each $s$ in the domain of this curve, the function $t \mapsto y(t, \xi(s))$ is a periodic solution of system (1.2). In particular, we have that

$$y(NT, \xi(s)) - \xi(s) \equiv 0. \tag{5.4}$$

By computing the second derivative with respect to the variable $s$, we obtain the identity

$$y_{uv}(NT, \xi(s)) (\dot{\xi}(s), \ddot{\xi}(s)) + y_v(NT, 0, \xi(s)) \ddot{\xi}(s) - \ddot{\xi}(s) = 0. \tag{5.5}$$

Also, let us recall that

$$y_v(NT, \xi(0)) = \Phi(NT, \zeta).$$

Thus, equation (5.5) can be rewritten as

$$(I - \Phi(NT, \zeta)) \xi''(s) = y_{uv}(NT, \xi(s))(\dot{\xi}(s), \ddot{\xi}(s)), \tag{5.6}$$

and we the identity

$$R^{-1}(\zeta) y_{uv}(NT, \zeta)(u^{\tan}(\zeta), u^{\tan}(\zeta))$$

$$= [R^{-1}(I - \Phi(NT, \zeta)) K(\zeta)] K^{-1}(\zeta) \xi''(0)$$

$$= \Pi_{n-k} K^{-1}(\zeta) \xi''(0).$$

Recall that for $v \in \mathbb{R}^n$ the vector $\pi_C(\zeta) v$ is just the vector in $\mathbb{R}^k$ given by the last $k$ components of $R^{-1}(\zeta) v$. Since the last $k$ components of the vector $\Pi_{n-k} K^{-1}(\zeta) \xi''(0)$ all vanish, we have proved the first equality of the proposition.

To prove the second equality of the proposition, define the smooth curve $s \mapsto \gamma(s)$ in $\mathbb{R}^n$ by

$$\gamma(s) := u^{\mathrm{nor}}(\xi(s))$$
and note that \( \gamma(0) = u^{\text{nor}}(\zeta) \). Also, note that the vector \( \gamma(s) \) is in the kernel \( K(\xi(s)) \) of \( I - \Phi(NT, \xi(s)) \) for all \( s \) in the domain of the curve \( \xi \). Hence, we have that

\[
(y_v(NT, \xi(s)) - I)\gamma(s) = 0.
\]

Differentiate both sides of this identity with respect to \( s \) and evaluate at \( s = 0 \) to obtain the equation

\[
y_{vv}(NT, \zeta)\left(u^{\tan}(\zeta), u^{\text{nor}}(\zeta)\right) + (y_v(NT, \zeta) - I)\dot{\gamma}(0) = 0.
\]

The proof of the second equality of the proposition is completed exactly as the proof of the first equality is completed from equation (5.6). \( \square \)

To prove that \( A = 0 \) for the system \( dx/dt = f(x) \), note that the vector \( \Phi(s, \zeta) f(\zeta) = f(x(s, \zeta, 0)) \) is everywhere tangent to the period manifold \( \Gamma \) and then use Proposition 5.1.

6. Discussion

In this section we will briefly discuss the consequences of the substitution \( \zeta = \mu^p \) in equation (2.2) where \( p \geq 1 \) is a rational number. Also, we will describe the main result of the continuation theory in case the unperturbed system is linear.

The restriction \( p \geq 1 \) is important for our analysis of the case where the infinitesimal displacement is not the zero map for at least two reasons: We must be able to divide equation (2.2) by \( \mu \) without introducing a singularity in equation (2.3). The leading term in equation (2.3) must be \( y_v(NT, \zeta, 0) - I \) so that the same steps as in the proof of Theorem 4.1 can be followed. Also, it is convenient to consider four cases: \( p = 1, 1 < p < 2, p = 2, \) and \( p > 2. \)

If \( p = a/b \), the integers \( a \) and \( b \) have no common factors, and \( 1 < p < 2 \), then equation (2.3) can be studied in the form

\[
0 = (y_v(NT, \zeta, 0) - I)\xi + \mu^{(a-b)/b}y_v(NT, \zeta, 0) + O(\mu).
\]

For \( b \neq 1 \), the right hand side of this equation may not be smooth. But, this problem can be overcome by considering a new small parameter \( \rho = \mu^{1/b} \) and the substitution \( \xi = K(\zeta)V(\nu, \kappa) \) where \( K \) and \( V \) are the functions defined in Section 4. Furthermore, just as in Section 4, it suffices to find an implicit solution of the determining equations

\[
0 = \begin{pmatrix} u \\ 0 \end{pmatrix} + \rho^{a-b} \begin{pmatrix} \pi_R(\zeta)y_v(NT, \zeta, 0) \\ \pi_C(\zeta)y_v(NT, \zeta, 0) \end{pmatrix} + O(\rho^b).
\]

Here, under the assumption that \( \xi \mapsto \pi_C(\zeta)y_v(NT, \zeta, 0) \) has a zero \( \zeta_0 \), we can solve implicitly for \( \nu \) in the first component equation. The second equation (after substitution of the implicit solution and division
by \( \mu^{a-b} \) has values in \( \mathbb{R}^k \) where \( k \) is the dimension of the kernel of the infinitesimal displacement. But \( \zeta \in \mathbb{Z} \) is locally in \( \mathbb{R}^m \) with \( k = m + \ell \). Thus, the implicit function theorem does not apply unless \( \ell = 0 \) in which case we revert to the subharmonic Melnikov function obtained for \( p = 1 \). In fact, we must obtain the same continuations already determined for this case.

If \( p > 2 \), then equation (2.3) can be studied in the form

\[
0 = (y_\nu(NT, \zeta, 0) - I)\xi + \frac{1}{2}\mu y_{vv}(NT, \zeta, 0)\xi^2 + O(\mu^2).
\]

Again, with \( \rho, \nu, \) and \( \kappa \) as for the case \( 1 < p < 2 \), we have the determining equation

\[
0 = \begin{pmatrix} \nu \\ 0 \end{pmatrix} + \rho^b \left( \frac{\pi_R(\zeta)}{2}y_{vv}(KV)^2 \right) \pi_C(\zeta) \left( \frac{1}{2}y_{vv}(KV)^2 \right) + O(\rho^2\kappa).
\]

This case appears to lead to a “generalized Melnikov function” that is simpler than the one obtained in Section 4. Indeed, a simple zero \((\zeta_0, \kappa_0)\) of the function

\[
(\zeta, \kappa) \mapsto \pi_C(\zeta)(y_{vv}(NT, \zeta, 0)(K(\zeta)V(0, \kappa))^2)
\]

persists. However, because this function is homogeneous in \( \kappa \), if \((\zeta_0, \kappa_0)\) is a zero, then so is \((\zeta_0, \alpha \kappa_0)\) for \( \alpha \in \mathbb{R} \). Thus, this function cannot have a simple zero.

If the unperturbed system is linear, then the second order derivative \( y_{vv}(NT, \zeta, 0) \) and all higher order derivatives of \( y \) with respect to the space variable \( v \) evaluated at \( v = \zeta \) vanish. Because of this fact, the continuation problem can often be simplified. Consider the classic model of the periodically forced planar oscillator

\[
\dot{y} = Ay + \epsilon g(t, y, \epsilon) \tag{6.1}
\]

where \( A \) is a matrix of constants (see, for example, [5, 6, 8, 16, 17, 18, 19]). For the most important special case

\[
A = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix},
\]

and the infinitesimal displacement \( I - \Phi(2\pi, \zeta) \) is identically zero. By setting \( p = 1 \) and dividing by a power of \( \mu \) in equation (2.3), we find immediately that it suffices to solve the determining equation

\[
0 = y_\nu(NT, \zeta, 0) + O(\epsilon).
\]

In this case \( \zeta \in \mathbb{R}^2 \), so no projection is necessary. Thus, we recover the following classic result: If the function \( \zeta \mapsto y_\nu(NT, \zeta, 0) \) has a simple zero, then the corresponding unperturbed periodic solution persists.
Remark 6.1. The concept of a “controllably” periodic perturbation has been introduced and studied in [12, 13, 14]. The period of the perturbation is allowed to vary. In these systems, the perturbation function $g$, in our notation, can be written as

$$g(t, y, \epsilon) = \tilde{g}(t/T, y, \epsilon, T)$$

where

$$\tilde{g}(s + 1, y, \epsilon, T) = \tilde{g}(s, y, \epsilon, T).$$

The continuation theory for periodic orbits of such systems is developed under the assumption that the number one is a simple eigenvalue of $\Phi(T, \zeta)$. Our analysis can be used to extend this result to include the case where one is not a simple eigenvalue.

7. Examples

We will use the first order system

$$\begin{align*}
\dot{x} &= y - x(x^2 + y^2 - 1)^2 - \epsilon \cos t, \\
\dot{y} &= -x - y(x^2 + y^2 - 1)^2 + \epsilon \sin t, \\
\dot{z} &= z(x^2 + y^2) + \epsilon \sin t
\end{align*}$$

(a modification of a differential equation studied in [3]) to illustrate the continuation of periodic orbits for the normally degenerate case.

The unperturbed system (7.1) has the resonant period manifold

$$\mathcal{Z} := \{(x, y, z) : x^2 + y^2 = 1, z = 0\},$$

consisting of a single periodic orbit. Let us consider the following family of unperturbed solutions on $\mathcal{Z}$:

$$t \mapsto (\cos(t - \theta), -\sin(t - \theta), 0)$$

where $\theta$ is the usual angular variable. To be completely compatible with the notation used in the general theory, we would have to write this family as

$$t \mapsto (\cos(t - \zeta), -\sin(t - \zeta), 0)$$

where $\zeta = (\cos \theta, \sin \theta, 0)$. Our first choice amounts to a choice of a local (angular) coordinate on $\mathcal{Z}$.

The principal fundamental matrix at $t = 0$ of the first variational equation along each of the unperturbed solutions on $\mathcal{Z}$ is given by

$$\Phi(t) = \begin{pmatrix}
\cos t & \sin t & 0 \\
-\sin t & \cos t & 0 \\
0 & 0 & e^t
\end{pmatrix}.$$
In particular, this fundamental matrix does not depend on the base point corresponding to $\theta$.

The infinitesimal displacement $\Phi(2\pi) - I$ has a two-dimensional kernel, and therefore $Z$ is 1-degenerate. Here, the kernel of $\Phi(2\pi) - I$ is the plane defined by the equation $z = 0$. More precisely, we have

$$I - \Phi(\theta, 2\pi) = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & e^{2\pi} - 1 \end{pmatrix}.$$ 

In accordance with our conventions, we can take

$$K(\theta) := \begin{pmatrix} 0 & \cos \theta & -\sin \theta \\ 0 & \sin \theta & \cos \theta \\ 1 & 0 & 0 \end{pmatrix}, \quad R(\theta) := \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ e^{2\pi} - 1 & 0 & 0 \end{pmatrix}.$$ 

To compute the generalized Melnikov function (4.2), recall that the vector $K(\theta)V(0, \kappa)$ is given in this case by the scalar variable $\kappa$ multiplied times the second column of the matrix $K(\theta)$. (The second column corresponds to the complement of the tangent space to $Z$ in the kernel of the infinitesimal displacement.) Also, note that the projection $\pi_C(\theta)$ is independent of $\theta$. In fact, this projection $(R^{-1}(\theta)$ followed by projection onto the second two components of the vector in the usual basis of $\mathbb{R}^3$) applied to the vector with components $(u, v, w) \in \mathbb{R}^3$ is the vector in $\mathbb{R}^2$ given by $(v, u)$.

Using the integral formula for the partial derivative of the perturbed solution with respect to $\epsilon$ ("$y_1(2\pi, 0, 0)$") that appears in the generalized Melnikov function, it is easy to compute its value to be

$$(-2\pi, 0, e^{2\pi} \int_0^{2\pi} e^{-t} \sin t \, dt).$$ 

After projection by $\pi_C(\theta)$, its contribution to the generalized Melnikov function is the vector $(0, -2\pi)$.

To apply the integral formula for the second partial derivative of the perturbed solution with respect to the space variables ("$y_{uv}(2\pi, v, 0)$"), we must compute the second derivative of the unperturbed vector field $f$ evaluated at the pair of vectors each given by

$$X := \Phi(t)K(\theta)V(0, \kappa) = \kappa \begin{pmatrix} \cos(t - \theta) \\ -\sin(t - \theta) \\ 0 \end{pmatrix}.$$ 

One way to do this is to first compute $Df(x, y, z)X$. Then, the desired derivative $D^2f(x, y, z)(X, X)$ is the directional (first) derivative of the vector valued function $(x, y, z) \mapsto Df(x, y, z)X$ evaluated at $x =$
\( \cos(t-\theta), y = -\sin(t-\theta), \) and \( z = 0 \) in the direction \( X \). After a computation using the integral formula, we find the projected value of one half of the second partial derivative term to be \((-8\pi \kappa^2 \sin \theta, -8\pi \kappa^2 \cos \theta)\).

By combining the above results, we find the generalized Melnikov function is given by

\[
M(\theta, \kappa) = (-8\pi \kappa^2 \sin \theta, -2\pi (1 + 4\kappa^2 \cos \theta))
\]

while

\[
M_-(\theta, \kappa) = (-8\pi \kappa^2 \sin \theta, -2\pi (1 - 4\kappa^2 \cos \theta))
\]

(see Remark 4.2).

According to Theorem 4.1 the continuations with \( \epsilon \geq 0 \) correspond to the simple zeros \( (\theta, \kappa) = (\pi, \pm \frac{1}{2}) \) of \( M \) while the continuations with \( \epsilon \leq 0 \) correspond to the simple zeros of \( M_- \) given by \((0, \pm \frac{1}{2})\). For each simple zero there are two continuation curves. However for this simple case, these continuation curves likely match to form one smooth curve through the continuation point on \( \mathcal{Z} \).

Our second example is a system of \( m \) coupled oscillators; the \( j \)th oscillator has the form

\[
\begin{align*}
\dot{x}_j &= \mu_j y_j - x_j (x_j^2 + y_j^2 - \lambda_j^2)^2 + \epsilon g_{1,j}(t, x_1, \ldots, x_m, y_1, \ldots, y_m, \epsilon), \\
\dot{y}_j &= -\mu_j x_j - y_j (x_j^2 + y_j^2 - \lambda_j^2)^2 + \epsilon g_{2,j}(t, x_1, \ldots, x_m, y_1, \ldots, y_m, \epsilon)
\end{align*}
\]

where \( \mu_j \) and \( \lambda_j \) are nonzero constants. Let us assume that the unperturbed oscillators are all in resonance, and therefore they have a smallest common period \( T_0 \). Then, the unperturbed system has an \( m \)-dimensional torus \( \mathcal{Z} \) as a period manifold; \( \mathcal{Z} \) is the product of limit cycles, one for each of the \( m \) uncoupled planar oscillators. Let us also consider the family of unperturbed solutions on \( \mathcal{Z} \)

\[
t \mapsto (x_1(t), y_1(t), \ldots, x_m(t), y_m(t))
\]

given by

\[
x_j(t) = \lambda_j \cos(\mu_j t - \theta_j), \quad y_j(t) = -\lambda_j \sin(\mu_j t - \theta_j)
\]

where \( \theta_j \) is an angular variable and \( \Theta := (\theta_1, \ldots, \theta_m) \) is the local angular coordinate on \( \mathcal{Z} \).

The period manifold \( \mathcal{Z} \) is \( m \)-degenerate. In fact, the kernel of infinitesimal displacement \( \Phi(T_0, \Theta) - I \) is all of \( \mathbb{R}^{2m} \). The projection \( \pi_c(\zeta) \) onto the complement of the range of the infinitesimal displacement is the identity map. Notice that in this case \( \ell = m \). Hence, the function
$V$ maps $\mathbb{R}^m$ to $\mathbb{R}^m \times \mathbb{R}^m$ and we have that

$$
\Phi(t, \Theta) K(\Theta) V(\kappa) = \begin{pmatrix}
\kappa_1 \cos(\mu_1 t - \theta_1) \\
-\kappa_1 \sin(\mu_1 t - \theta_1) \\
\vdots \\
\kappa_m \cos(\mu_m t - \theta_m) \\
-\kappa_m \sin(\mu_m t - \theta_m)
\end{pmatrix}
$$

where $\kappa = (\kappa_1, \ldots, \kappa_m)$. If we also assume that each function $g_{k,j}$ is time-periodic with a smallest common period $T$ such that $MT_0 = NT$ for some relatively prime integers $M$ and $N$, then after a straightforward computation we find that

$$
\mathcal{M}_{\pm}(\Theta, \kappa) = -4NT 
\begin{pmatrix}
\lambda_1^3 \kappa_1^2 \cos \theta_1 \\
\lambda_1^2 \kappa_1^2 \sin \theta_1 \\
\vdots \\
\lambda_m^3 \kappa_m^2 \cos \theta_m \\
\lambda_m^2 \kappa_m^2 \sin \theta_m
\end{pmatrix} \pm 
\begin{pmatrix}
p_{1,1} \\
p_{1,2} \\
\vdots \\
p_{m,1} \\
p_{m,2}
\end{pmatrix}
\quad (7.2)
$$

where

$$
\begin{pmatrix}
p_{j,1} \\
p_{j,2}
\end{pmatrix} = \int_0^{NT} \begin{pmatrix}
\cos \mu_j s \\
\sin \mu_j s \\
\cos \mu_j s \\
\sin \mu_j s
\end{pmatrix} \begin{pmatrix}
g_{j,1}(s, X_0(s), Y_0(s), 0) \\
g_{j,2}(s, X_0(s), Y_0(s), 0)
\end{pmatrix} \quad (7.3)
$$

and

$$
X_0(s) = (\lambda_1 \cos(\mu_1 s - \theta_1), \ldots, \lambda_m \cos(\mu_m s - \theta_m)),
$$

$$
Y_0(s) = (-\lambda_1 \sin(\mu_1 s - \theta_1), \ldots, -\lambda_m \sin(\mu_m s - \theta_m)).
$$

Thus, if the system of $m$ equations, consisting of the pairs of equations

$$
-4NT \lambda_j^3 \kappa_j^2 \cos \theta_j \pm p_{j,1} = 0, \quad -4NT \lambda_j^3 \kappa_j^2 \sin \theta_j \pm p_{j,2} = 0
$$

with one fixed choice of sign for $j = 1, \ldots, m$, has a simple zero $(\Theta_0, \kappa_0) \in \mathbb{Z} \times \mathbb{R}^m$, then the corresponding unperturbed periodic orbit through $\Theta_0$ persists.

At a continuation point there can be as many as $2^m$ corresponding continuation curves. For example, if we set $m = 2$ and $\mu_j = \lambda_j = 1$ for $j = 1, 2$, and if we let

$$
g_{1,1}(t, x_1, y_1, x_2, y_2, \epsilon) = 0, \quad g_{1,2}(t, x_1, y_1, x_2, y_2, \epsilon) = x_2,
$$

$$
g_{2,1}(t, x_1, y_1, x_2, y_2, \epsilon) = 0, \quad g_{2,2}(t, x_1, y_1, x_2, y_2, \epsilon) = -x_1 + a \cos t,
$$
then the generalized Melnikov function for \(\epsilon \geq 0\) is given by

\[
\mathcal{M}(\Theta, \kappa) = \begin{pmatrix}
-8\pi \kappa_1^2 \cos \theta_1 - \pi \sin \theta_2 \\
-8\pi \kappa_1^2 \sin \theta_1 + \pi \cos \theta_2 \\
-8\pi \kappa_2^2 \cos \theta_2 + \pi \sin \theta_1 \\
-8\pi \kappa_2^2 \sin \theta_2 - \pi \cos \theta_1 + \pi a
\end{pmatrix}
\] (7.4)

When \(0 < |a| < 1\), the function \(\mathcal{M}(\Theta, \kappa)\) does in fact have eight simple zeros corresponding to two continuation points on the original unperturbed torus, namely,

\[
(\Theta, \kappa) = \left(0, -\frac{\pi}{2}, \pm \frac{1}{4} \sqrt{2}, \pm \frac{1}{8} \sqrt{1-a}\right)
\]

and

\[
(\Theta, \kappa) = \left(\pi, \frac{\pi}{2}, \pm \frac{1}{4} \sqrt{2}, \pm \frac{1}{8} \sqrt{1+a}\right).
\]

Also, when \(0 < |a| < 1\), the function \(\mathcal{M}_-(\Theta, \kappa)\) for \(\epsilon \leq 0\) has eight different simple zeros, namely,

\[
(\Theta, \kappa) = \left(0, \frac{\pi}{2}, \pm \frac{1}{4} \sqrt{2}, \pm \frac{1}{8} \sqrt{1-a}\right)
\]

and

\[
(\Theta, \kappa) = \left(\pi, -\frac{\pi}{2}, \pm \frac{1}{4} \sqrt{2}, \pm \frac{1}{8} \sqrt{1+a}\right).
\]

Notice that at each continuation point \(\Theta_0\) on the unperturbed torus, there are \(2^n = 4\) possible directions \(\xi \in \mathbb{R}^4\) along which a continuation curve exists. For instance, at the point \((\theta_1, \theta_2) = (0, -\pi/2)\) continuity curves exist along the directions \((\pm \frac{1}{4} \sqrt{2}, 0, 0, \pm \frac{1}{8} \sqrt{1-a})\).
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